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In this article, we consider a local projection stabilisation for a Hybrid High-Order (HHO) 
approximation of the Oseen problem. We prove an existence-uniqueness result under a stronger 
SUPG-like norm. We improve the stability and provide error estimation in stronger norm for 
convection dominated Oseen problem. We also derive an optimal order error estimate under 
the SUPG-like norm for equal-order polynomial discretisation of velocity and pressure spaces. 
Numerical experiments are performed to validate the theoretical results.

Introduction

The Navier-Stokes equation models the flow of fluid in a domain. A solution to these equations is important in many engineering 
problems. Linearizing and time-discretizing the Navier-Stokes equation, we obtain the Oseen problem:

−𝜖Δ𝒖+ (𝒃 ⋅∇)𝒖+ 𝜎𝒖+∇𝑝 =𝒇 in Ω,

div 𝒖 =0 in Ω

𝒖 =0 on 𝜕Ω,

(0.1)

where 𝒖 denotes the velocity of the fluid and 𝑝 denotes the pressure. Here Ω ⊂ ℝ𝑑 with 𝑑 ∈ {2, 3} is a bounded polytopal domain 
with Lipschitz boundary 𝜕Ω. The force function 𝒇 is in [𝐿2(Ω)]𝑑 . The viscosity coefficient is denoted by 𝜖, where 0 < 𝜖 ≪ 1. The 
convection coefficient 𝒃 is a [𝑊 1

∞(Ω)]𝑑 function such that div 𝒃 = 0. The reaction coefficient is a positive constant denoted by 𝜎.

Fluid flow problems with dominant convection produce boundary and interior layers. It is well-known that the numerical solution 
to these problems using the usual Galerkin method cannot capture these small layers. Instead, they produce nonphysical solutions 
that contain spurious oscillations. To eliminate the effect of convection, one can add stabilisations. The Hybrid High-Order method 
with upwind stabilisation of [1] eradicates the oscillation. In this article, we focus on local projection stabilisation using a Hybrid 
High-Order approximation on general polygonal meshes and establish the stability and error estimation in a stronger norm.

In the last few years, there has been a growing interest in high-order polynomial approximations of solutions to PDEs on general 
polytopal meshes. Due to the vast literature in this area, we cite a few well-known works: the Hybridizable Discontinuous Galerkin 
(HDG) method in [24,28]. The HDG has been extended further to the convection diffusion problem in [23] and the Oseen problem 
in [19]. The Virtual Element Method (VEM) has been studied in [5,6,13]. The VEM has also been applied to the convection diffusion 
problem with SUPG stabilisation [7] and to the Oseen problem with LPS stabilisation [49]. The Weak Galerkin method is introduced 

* Corresponding author.
Available online 24 October 2024
0898-1221/© 2024 Elsevier Ltd. All rights are reserved, including those for text and data mining, AI training, and similar technologies.

E-mail addresses: gouranga.mallik@vit.ac.in (G. Mallik), rahulbiswas@iisc.ac.in (R. Biswas), gudi@iisc.ac.in (T. Gudi).

https://doi.org/10.1016/j.camwa.2024.10.030

Received 4 January 2024; Received in revised form 27 August 2024; Accepted 20 October 2024

http://www.ScienceDirect.com/
http://www.elsevier.com/locate/camwa
mailto:gouranga.mallik@vit.ac.in
mailto:rahulbiswas@iisc.ac.in
mailto:gudi@iisc.ac.in
https://doi.org/10.1016/j.camwa.2024.10.030
http://crossmark.crossref.org/dialog/?doi=10.1016/j.camwa.2024.10.030&domain=pdf
https://doi.org/10.1016/j.camwa.2024.10.030


Computers and Mathematics with Applications 176 (2024) 202–220G. Mallik, R. Biswas and T. Gudi

in [50,53,54] and the Gradient Discretisation method is introduced in [39,37,27]. The Multiscale Hybrid-Mixed method has been 
studied in [2]. The focus of our article is on the Hybrid High-Order (HHO) method, originally introduced in [30,29]. For an overview 
of the HHO method, we refer to [25]. HHO is a robust method based on local polynomial reconstruction. It is independent of the 
dimension of the problem and suitable for local static condensation, which drastically reduces the computational cost of the matrix 
solver.

The HHO method is closely related to the HDG method, but differs in the choice of stabilisation; see [22] for details. In the 
nonconforming Virtual Element methods (ncVEM) one takes the projection of the virtual function in the stabilisation, whereas the 
HHO method takes a reconstruction of the function in the stabilisation. In [48], the connection of the HHO method with the virtual 
element method is discussed. See [9,38,14,15,47] for related works. In the lowest-order case (𝑘 = 0), the HHO method resembles the 
Hybrid Mixed Mimetic family, hence the mixed-hybrid Mimetic Finite Differences, the Hybrid Finite Volume and the Mixed Finite 
Volume methods too, see [38,16,41,35,36]. We state the following predominant works on the HHO methods: problem with pure 
diffusion [30], advection-diffusion problem [26], interface problems [18], for linear PDEs, elliptic obstacle problem [21], Stokes 
problem [31], the Oseen problem [1], and the steady incompressible Navier-Stokes equations [32].

In the study of stabilisations for fluid flow problems with a high Reynolds number, the SUPG method by Hughes and Brooks [17]

is the most well known. SUPG is studied for the incompressible Navier-Stokes equations in [52]. There is a wide range of stabilisation 
techniques in the literature, some of them are: the least squares method [51], residual free bubbles technique [51], continuous interior 
penalty method [51], and the discontinuous Galerkin method [51]. In this article, we are interested in the local projection stabilisation 
scheme, originally introduced for the Stokes problem by Becker and Braack [3] for the Stokes problem. It has also been studied for 
the transport problem, the scalar convection diffusion problem, the Oseen problem, and the Navier-Stokes equations [4,51,11,10,12]. 
A nonconforming patchwise LPS method using Crouzeix-Raviart elements for the convection diffusion problem has been studied in 
[34] and for the Oseen problem in [8]. Knobloch has studied a generalised version of LPS for the convection diffusion problem in 
[45] and also for the Oseen problem [46].

The SUPG method naturally gives an additional control over the advective derivative of the velocity; however, the usual LPS 
methods in [4,10] do not provide this. Moreover, the LPS methods in [4,10] work through a two-level mesh approach or through 
enrichment. The articles [4,10,45,46] need to satisfy a local inf-sup condition necessary for error analysis and stability. In this article, 
we employ a generalised LPS technique to design an HHO method for the Oseen problem motivated by the works in [1] on the HHO 
approximation and in [46] on LPS stabilization for the Oseen problem. The additional LPS term provides control on the advective 
derivative. Moreover, we employ a one-level approach that does not require any enrichment of discrete spaces and the need for a 
local inf-sup condition as seen in [46].

In this article, along with the LPS method, we have added another velocity stabilisation to control the normal jump of the solution. 
This helps to further stabilise the solution. Moreover, we also need pressure stabilisation to stabilise the pressure gradient. In a nutshell, 
the LPS-HHO method is a combination of a usual HHO method for the Oseen problem combined with the above stabilisations along 
with an upwind term. Compared to [1], we have proven that the LPS stabilisation term in the formulation helps to prove a stability 
result under a stronger SUPG-like norm. Moreover, in this article, the presence of normal jump stabilisation in the discrete scheme 
gives epsilon robust error bounds. This can be seen in inequality (4.17).

The rest of the article is organised as follows: Section 1 defines the Oseen problem along with some notation and preliminaries. 
Section 2 deals with the discrete HHO formulation of the Oseen equations. Section 3 provides the proof for the discrete well-posedness 
of the system in Section 2. Section 5 provides a priori error estimates. The numerical results are provided in Section 6. The notation 
𝑎 ≲ 𝑏 means that there exists a generic constant 𝐶 independent of the meshsize such that 𝑎 ≤ 𝐶𝑏. We abbreviate 𝑎 ≲ 𝑏 ≲ 𝑎 by 𝑎 ∼ 𝑏. 
For 𝑀 ⊂ Ω, the 𝐿2-inner product on 𝐿2(𝑀) is denoted by (⋅, ⋅)𝑀 and 𝐿2-norm by ‖ ⋅ ‖𝑀 . We omit the subscript for the domain 
specification when 𝑀 =Ω. We extend the definition (⋅, ⋅)𝑀 naturally to vector-valued functions as the sum of component-wise inner 
products. The analysis is done on standard 𝑘th order Sobolev spaces 𝐻𝑘(Ω) with the standard norm ‖⋅‖𝑘 =∑|𝛼|≤𝑘 ‖𝐷𝛼 ⋅‖𝐿2(Ω). The 
Sobolev space 𝐻1(Ω) with zero trace is denoted by 𝐻1

0 (Ω). The space of square-integrable functions with zero mean is denoted by 
𝐿2
0(Ω). For 𝑀 ⊂Ω, 𝑘 ≥ 0 and 1 ≤ 𝑝 ≤∞, let ‖.‖𝑘,𝑝,𝑀 be the norm on the 𝑘th order Sobolev space 𝑊 𝑘,𝑝(𝑀). For 𝑝 = 2 we denote the 

norm by ‖.‖𝑘,𝑀 .

1. Continuous problem, notations and preliminaries

In this section, we introduce the weak formulation of the Oseen problem (0.1) and some preliminaries. Let 𝑽 = [𝐻1
0 (Ω)]

𝑑 be the 
velocity space and 𝑄 =𝐿2

0(Ω) be the pressure space. The weak formulation for the Oseen problem (0.1) is given by: Find 𝒖 ∈ 𝑽 and 
𝑝 ∈𝑄 such that

𝑎(𝒖,𝒗) − 𝑏(𝑝,𝒗) = (𝒇 ,𝒗) for all 𝒗 ∈ 𝑽 ,

𝑏(𝑞,𝒖) = 0 for all 𝑞 ∈𝑄,
(1.1)

where, the bilinear forms 𝑎(⋅, ⋅) and 𝑏(⋅, ⋅) are defined as

𝑎(𝒖,𝒗) ∶= 𝜖(∇𝒖,∇𝒗) + ((𝒃 ⋅∇)𝒖,𝒗) + (𝜎𝒖,𝒗),
203

𝑏(𝑞,𝒖) ∶= (𝑞,div 𝒖).
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Using the fact that div 𝒃 = 0 and 𝜎 > 0, one can show that the bilinear form 𝑎(𝒖, 𝒗) is coercive. It is well known that the bilinear form 
𝑏(𝑞, 𝒖) is inf-sup stable for 𝒖 ∈ [𝐻1

0 (Ω)]
𝑑 and 𝑞 ∈ 𝐿2

0(Ω). Therefore, the existence and uniqueness of the problem (1.1) can be shown 
using the Babuška-Brezzi condition, see [42, Chapter IV]. An equivalent formulation for (1.1) seeks (𝒖, 𝑝) ∈ 𝑽 ×𝑄 such that

𝐴((𝒖, 𝑝), (𝒗, 𝑞)) = (𝒇 ,𝒗), for all (𝒗, 𝑞) ∈ 𝑽 ×𝑄, (1.2)

where, the combined bilinear form is defined by

𝐴((𝒖, 𝑝), (𝒗, 𝑞)) ∶= 𝑎(𝒖,𝒗) − 𝑏(𝑝,𝒗) + 𝑏(𝑞,𝒖).

The existence and uniqueness of the problem (1.2) can be proved in a similar manner. Henceforth, we will use this combined mixed 
formulation in our analysis.

Consider a decomposition ℎ of the domain Ω that consists of a finite collection of nonempty disjoint open polyhedral cells 𝑇 such 
that Ω= ∪𝑇∈ℎ𝑇 and ℎ =max𝑇∈ℎ ℎ𝑇 , where ℎ𝑇 is the diameter of 𝑇 . We follow [25] for various notation and definitions related to 
the mesh sequence ℎ. A closed subset 𝐹 of Ω is defined to be a mesh face if it is a subset of an affine hyperplane 𝐻𝐹 with positive 
(𝑑 − 1)-dimensional Hausdorff measure and if either of the following two statements holds true: (i) There exist 𝑇1(𝐹 ) and 𝑇2(𝐹 ) in 
ℎ such that 𝐹 ⊂ 𝜕𝑇1(𝐹 ) ∩ 𝜕𝑇2(𝐹 ) ∩𝐻𝐹 ; in this case, the face 𝐹 is called an internal face; (ii) There exists 𝑇 (𝐹 ) ∈ ℎ such that 
𝐹 ⊂ 𝜕𝑇 (𝐹 ) ∩ 𝜕Ω ∩𝐻𝐹 ; in this case, the face 𝐹 is called a boundary face. The set of mesh faces is a partition of the mesh skeleton, that 
is, ∪𝑇∈ℎ𝜕𝑇 = ∪𝐹∈ℎ𝐹 , where ℎ ∶=  𝑖

ℎ
∪ 𝑏

ℎ
is the collection of all faces, which is the union of the set of all internal faces  𝑖

ℎ
and 

the set of all boundary faces 𝑏
ℎ
. Let ℎ𝐹 denote the diameter of 𝐹 ∈ ℎ. For each 𝑇 ∈ ℎ, the set 𝑇 ∶= {𝐹 ∈ ℎ | 𝐹 ⊂ 𝜕𝑇 } denotes 

the collection of all faces contained in 𝜕𝑇 . Following [30, Definition 1], we assume that the mesh sequence (ℎ)ℎ>0 is admissible in 
the sense that, for all ℎ > 0, ℎ admits a matching simplicial submesh Tℎ (i.e., every cell and face of Tℎ is a subset of a cell and a 
face of ℎ, respectively) so that the mesh sequence (ℎ)ℎ>0 is shape-regular in the usual sense and all the cells and faces of ℎ have a 
uniformly comparable diameter to the cell and face of ℎ to which they belong. Owing to [28, Lemma 1.42], for 𝑇 ∈ ℎ and 𝐹 ∈ 𝑇 , 
ℎ𝐹 is comparable to ℎ𝑇 in the sense that

𝜚2ℎ𝑇 ≤ ℎ𝐹 ≤ ℎ𝑇 ,

where 𝜚 is the mesh regularity parameter. Moreover, there exists an integer 𝑁𝜕 depending on 𝜚 and 𝑑 such that (see [28, Lemma 1.41])

max
𝑇∈ℎ

card(𝑇 ) ≤𝑁𝜕.

Next, we define the hybrid discrete spaces on the decomposition ℎ. For any bounded domain 𝑆 , let 𝑃𝑘(𝑆) denote the space of 
polynomials defined on 𝑆 of degree at most 𝑘 ≥ 0. Let 𝑃𝑘(ℎ) denote the piecewise 𝑘 degree polynomial functions defined on Ω. The 
local degrees of freedom on each polygon 𝑇 ∈ ℎ is given by

𝑼𝑘
𝑇
∶= {𝒗

𝑇
= (𝒗𝑇 , (𝒗𝐹 )𝐹∈𝑇 ) ∶ 𝒗𝑇 ∈ [𝑃𝑘(𝑇 )]𝑑 and 𝒗𝐹 ∈ [𝑃𝑘(𝐹 )]𝑑 ,𝐹 ∈ 𝑇 }.

The global degrees of freedom is given by combining the face values of 𝑼 𝑘
𝑇

as

𝑼𝑘
ℎ
∶= {𝒗

ℎ
= ((𝒗𝑇 )𝑇∈ℎ , (𝒗𝐹 )𝐹∈ℎ )}.

The hybrid space with zero boundary condition is defined as

𝑼𝑘
ℎ,0 ∶= {𝒗

ℎ
∈𝑼𝑘

ℎ
∶ 𝒗𝐹 = 0 for all 𝐹 ∈ 𝑏

ℎ
}.

The restriction of 𝒗
ℎ
∈𝑼𝑘

ℎ
on a polygon 𝑇 is denoted by 𝒗

𝑇
. For 𝒗

ℎ
∈𝑼𝑘

ℎ
, the broken polynomial function 𝒗ℎ ∈ [𝑃𝑘(ℎ)]𝑑 is defined 

as 𝒗ℎ|𝑇 ∶= 𝒗𝑇 . The local interpolation operator 𝑰𝑘
𝑇
∶ [𝐻1(𝑇 )]𝑑 →𝑼𝑘

𝑇
is given by

𝑰𝑘
𝑇
𝒗 ∶= ((𝜋𝑘

𝑇
𝒗), (𝜋𝑘

𝐹
𝒗|𝐹 )𝐹∈𝑇 ),

where 𝜋𝑘
𝑇

and 𝜋𝑘
𝐹

are 𝐿2 orthogonal projection onto [𝑃𝑘(𝑇 )]𝑑 and [𝑃𝑘(𝐹 )]𝑑 respectively. Similarly, the global interpolation operator 
𝑰𝑘
ℎ
𝒗 ∶ [𝐻1(Ω)]𝑑 →𝑼𝑘

ℎ
is defined as follows:

𝑰𝑘
ℎ
𝒗 ∶= ((𝜋𝑘

𝑇
𝒗)𝑇∈ℎ , (𝜋𝑘𝐹 𝒗)𝐹∈ℎ ).

Note that the projection operators are applied on vectors component-wise. The discrete pressure space is the usual piecewise polyno-

mial space of degree 𝑘 with zero mean

𝑃𝑘
ℎ
∶= {𝑝ℎ ∈𝐿2(Ω) ∶ 𝑝ℎ|𝑇 ∈ 𝑃𝑘(𝑇 )} ∩𝐿2

0(Ω).

We recall some standard inequalities that will be used throughout the article.

Inverse Inequality: [25, Lemma 1.28] There exists a positive constant 𝐶 independent of the meshsize ℎ𝑇 such that for any 𝑣ℎ ∈ 𝑃𝑘(𝑇 )
204
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‖‖∇𝒗ℎ‖‖𝐿2(𝑇 ) ≤ 𝐶ℎ−1
𝑇

‖‖𝒗ℎ‖‖𝐿2(𝑇 ) .

Trace Inequality: [28, pp. 27] There exists a positive constant 𝐶 independent of the meshsize ℎ𝑇 such that

‖𝑣‖𝐿2(𝜕𝑇 ) ≤ 𝐶(ℎ−1∕2
𝑇

‖𝑣‖𝐿2(𝑇 ) + ℎ
1∕2
𝑇

‖∇𝑣‖𝐿2(𝑇 )) ∀𝑣 ∈𝐻1(𝑇 ).

In particular, for 𝑣ℎ ∈ 𝑃𝑘(𝑇 ) and 𝐹 ∈ 𝑇 , it holds

‖𝑣ℎ‖𝐿2(𝐹 ) ≤ 𝐶ℎ
−1∕2
𝑇

‖𝑣ℎ‖𝐿2(𝑇 ).

Discrete Poincaré inequality: [25, Lemma 2.15] There exists a positive constant 𝐶 independent of ℎ𝑇 such that for 𝒗
ℎ
∈ 𝑼𝑘

ℎ,0 we 
have

‖‖𝒗ℎ‖‖ ≤ 𝐶

( ∑
𝑇∈ℎ

‖‖∇𝒗𝑇 ‖‖2𝑇 +
∑
𝑇∈ℎ

∑
𝐹∈𝑇

1
ℎ𝐹

‖𝒗𝐹 − 𝒗𝑇 ‖2𝐹)1∕2
. (1.3)

Approximation property of 𝐿2 orthogonal projection: [28, lemma 1.58] The 𝐿2-projection 𝜋𝑘
𝑇

satisfies the following approxima-

tion property: for any 𝒗 ∈𝐻𝑠(𝑇 ) with 𝑠 ∈ {1, 2, ..., 𝑘 + 1}

|𝒗− 𝜋𝑘
𝑇
𝒗|𝐻𝑚(𝑇 ) + ℎ

1∕2
𝑇

|𝒗− 𝜋𝑘
𝑇
𝒗|𝐻𝑚(𝜕𝑇 ) ≤ 𝐶ℎ𝑠−𝑚

𝑇
|𝒗|𝐻𝑠(𝑇 ) 𝑚 ∈ {0,1, ..., 𝑠− 1}. (1.4)

Let the outward unit normal component for a polygon 𝑇 ∈ ℎ be denoted by 𝒏𝑇 . Similarly, the outward unit normal for a face 
𝐹 ∈ 𝑇 is given by 𝒏𝑇𝐹 such that 𝒏𝑇𝐹 ∶= 𝒏𝑇 |𝐹 . Moreover, the normal component of the convection term on a face 𝐹 ∈ 𝑇 is defined 
as 𝒃𝑇𝐹 ∶= 𝒃|𝐹 ⋅ 𝒏𝑇𝐹 . The jump of a scalar-valued function 𝑣 on a face 𝐹 shared by two polygons 𝑇1 and 𝑇2 is given by

[[𝑣]] = 𝑣|𝑇1 − 𝑣|𝑇2 .
The sign of [[𝑣]] is adjusted according to the direction of the outward normal. For a vector-valued functions 𝒖 = (𝑢1, … , 𝑢𝑑 ) and 
𝒗 = (𝑣1, … , 𝑣𝑑 )

∇𝒗 ∶=
(

𝜕𝑣𝑖

𝜕𝑥𝑗

)
𝑑×𝑑

,
𝜕𝒗

𝜕𝒏
∶= (∇𝒗)𝒏 and (∇𝒖,∇𝒗) ∶= ∫

Ω

𝑑∑
𝑖,𝑗=1

𝜕𝑢𝑖

𝜕𝑥𝑗

𝜕𝑣𝑖

𝜕𝑥𝑗
dx.

For a domain 𝑆 , we define (𝒖, 𝒗)𝑆 ∶= ∫
𝑆
𝒖 ⋅ 𝒗 dx. Let |𝑣| denote the modulus function of 𝑣. The positive and negative part of 𝑣 is 

defined as

𝑣⊕ ∶= 1
2
(|𝑣|+ 𝑣) and 𝑣⊖ ∶= 1

2
(|𝑣|− 𝑣).

2. Discrete Oseen problem with LPS stabilisation

In this section, we introduce the LPS stabilised discrete formulation for the Oseen problem (1.2) on the hybrid space 𝑼𝑘
ℎ,0 × 𝑃𝑘

ℎ
. 

This section is divided into three sub-sections. The first part defines some reconstruction operators that are essential to define the HHO 
method. In the second part, we discuss a generalised local projection stabilisation setup. The discrete LPS-HHO method is defined in 
the third subsection.

2.1. Local reconstructions

We define three reconstruction operators on the local spaces 𝑼 𝑘
𝑇

, see [1]. These are used to define the discrete HHO bilinear form 
in (2.7).

Local velocity reconstruction: The velocity reconstruction operator 𝒓𝑘+1
𝑇

∶ 𝑼𝑘
𝑇
→ [𝑃𝑘+1(𝑇 )]𝑑 is defined as follows: For any 

𝒗
𝑇
∈𝑼𝑘

𝑇
, 𝒓𝑘+1

𝑇
𝒗
𝑇

must satisfy

(∇(𝒓𝑘+1
𝑇

𝒗
𝑇
),∇𝒘)𝑇 = (∇𝒗𝑇 ,∇𝒘)𝑇 +

∑
𝐹∈𝑇

(𝒗𝐹 − 𝒗𝑇 ,∇𝒘𝒏𝑇𝐹 )𝐹 ∀𝒘 ∈ [𝑃𝑘+1(𝑇 )]𝑑 ,

(𝒓𝑘+1
𝑇

𝒗
𝑇
,1)𝑇 = (𝒗𝑇 ,1)𝑇 .

(2.1)

Approximation property of 𝒓𝑘+1
𝑇

: There exists a real number 𝐶 > 0, depending on 𝜚 but independent of ℎ𝑇 such that, for all 𝒗 ∈
[𝐻𝑠+1(𝑇 )]𝑑 for some 𝑠 ∈ {0, 1, … , 𝑘 + 1},

‖𝒗− 𝒓𝑘+1
𝑇

𝑰𝑘
𝑇
𝒗‖𝑇 + ℎ

1∕2
𝑇

‖𝒗− 𝒓𝑘+1
𝑇

𝑰𝑘
𝑇
𝒗‖𝜕𝑇 + ℎ𝑇 ‖∇(𝒗− 𝒓𝑘+1

𝑇
𝑰𝑘
𝑇
𝒗)‖𝑇 ≤ 𝐶ℎ𝑠+1

𝑇
‖𝒗‖𝐻𝑠+1(𝑇 ).

For 𝑠 ∈ {1, 2, ..., 𝑘 + 1} and 𝒗 ∈ [𝐻𝑠+1(𝑇 )]𝑑 we also have the approximation property

𝑘+1 𝑘 𝑠−1∕2
205

‖∇(𝒗− 𝒓
𝑇

𝑰
𝑇
𝒗)‖𝜕𝑇 ≤ 𝐶ℎ

𝑇
‖𝒗‖𝐻𝑠+1(𝑇 ). (2.2)
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Local advection reconstruction operator: 𝑮𝑘
𝒃,𝑇

∶𝑼𝑘
𝑇
→ [𝑃𝑘(𝑇 )]𝑑 is defined as follows: For any 𝒗

𝑇
∈𝑼𝑘

𝑇

(𝑮𝑘
𝒃,𝑇

(𝒗
𝑇
),𝒘𝑇 )𝑇 = (𝒃 ⋅∇𝒗𝑇 ,𝒘𝑇 )𝑇 +

∑
𝐹∈𝑇

(𝒃𝑇𝐹 (𝒗𝐹 − 𝒗𝑇 ),𝒘𝑇 )𝐹 ∀𝒘𝑇 ∈ [𝑃𝑘(𝑇 )]𝑑 . (2.3)

Local divergence reconstruction operator: 𝐷𝑘
𝑇
∶𝑼𝑘

𝑇
→ 𝑃𝑘(𝑇 ) is defined as follows: For any 𝒗

𝑇
∈𝑼𝑘

𝑇

(𝐷𝑘
𝑇
(𝒗

𝑇
), 𝑞)𝑇 = (div 𝒗𝑇 , 𝑞)𝑇 +

∑
𝐹∈𝑇

((𝒗𝐹 − 𝒗𝑇 ) ⋅ 𝒏𝑇𝐹 , 𝑞)𝐹 ∀𝑞 ∈ 𝑃𝑘(𝑇 ). (2.4)

2.2. A local projection setting

Let ℎ be a finite decomposition of the domain Ω into open subsets, possibly overlapping so that ∪𝑀∈ℎ
𝑀̄ = Ω̄ and each 

𝑀 ∈ℎ is a collection of 𝑇 ∈ ℎ. We assume that there exists a constant 𝐶 such that for any 𝑀 ∈ℎ the cardinality of the set 
{𝑁 ∈ℎ ∶𝑁 ∩𝑀 ≠ 𝜙} ≤ 𝐶 . Let ℎ𝑀 denote the diameter of the cell 𝑀 . We also assume that for any cell 𝑇 ∈ ℎ inside 𝑀 ∈ℎ, 
ℎ𝑀 ≲ ℎ𝑇 . Let 𝐾𝑀 ∶ [𝐿2(𝑀)]𝑑 → [𝑃𝑘−1(𝑀)]𝑑 be a bounded linear operator defined by 𝐾𝑀 ∶= 𝐼𝑑𝑀 − 𝜋𝑘−1

𝑀
, 𝐼𝑑𝑀 being the identity 

map.

Let 𝒃𝑀 to be a piecewise constant approximation of 𝒃 on 𝑀 such that ‖‖𝒃𝑀‖‖0,∞,𝑀
≤ 𝐶 ‖𝒃‖0,∞,𝑀 and ‖‖𝒃− 𝒃𝑀

‖‖0,∞,𝑀
≤

𝐶ℎ𝑀 |𝒃|1,∞,𝑀 . For each cell 𝑇 contained in 𝑀 , we define a local reconstruction 𝑮𝑘
𝒃𝑀,𝑇

∶𝑼𝑘
𝑇
→ [𝑃𝑘(𝑇 )]𝑑 as follows: For 𝒗

𝑇
∈𝑼𝑘

𝑇

(𝑮𝑘
𝒃𝑀,𝑇

(𝒗
𝑇
),𝒘𝑇 )𝑇 = (𝒃𝑀 ⋅∇𝒗𝑇 ,𝒘𝑇 )𝑇 +

∑
𝐹∈𝑇

(𝒃𝑇𝐹 (𝒗𝐹 − 𝒗𝑇 ),𝒘𝑇 )𝐹 ∀𝒘𝑇 ∈ [𝑃𝑘(𝑇 )]𝑑 .

Define 𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
) such that 𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)|𝑇 =𝑮𝑘

𝒃𝑀,𝑇
(𝒗

𝑇
) for each 𝑇 ⊂𝑀 and 𝑮𝑘

𝒃,𝑀
(𝒗

ℎ
) as 𝑮𝑘

𝒃,𝑀
(𝒗

ℎ
)|𝑇 =𝑮𝑘

𝒃,𝑇
(𝒗

𝑇
). In this article, we 

propose the following local projection stabilisation 𝐴𝑆,ℎ ∶𝑼𝑘
ℎ,0 ×𝑼𝑘

ℎ,0 →ℝ defined by

𝐴𝑆,ℎ(𝒗ℎ,𝒘ℎ
) =

∑
𝑀∈ℎ

𝜏𝑀 (𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)),𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒘

ℎ
)))𝑀, (2.5)

where ‖𝒃‖0,∞,𝑀 𝜏𝑀 ≤ 𝐶ℎ𝑀 with the constant 𝐶 independent of 𝑀, 𝐹 , ℎ and the data of (0.1), see [46, eqn. (2.5)]. We obtain an esti-

mate for ‖‖‖𝑮𝑘
𝒃,𝑇

(𝒖
ℎ
) −𝑮𝑘

𝒃𝑀,𝑇
(𝒖

ℎ
)‖‖‖ as follows. Using the definition of the reconstructions 𝑮𝑘

𝒃,𝑇
and 𝑮𝑘

𝒃𝑀,𝑇
along with the approximation 

property of 𝒃𝑀 we get

‖‖‖𝑮𝑘
𝒃,𝑇

(𝒖
ℎ
) −𝑮𝑘

𝒃𝑀,𝑇
(𝒖

ℎ
)‖‖‖2𝑇 = ((𝒃− 𝒃𝑀 )∇𝒖𝑇 ,𝑮𝑘

𝒃,𝑇
(𝒖

ℎ
) −𝑮𝑘

𝒃𝑀,𝑇
(𝒖

ℎ
))𝑇

≤ 𝐶ℎ
1∕2
𝑀

‖𝒃‖1∕20,∞,𝑀
‖𝒃‖1∕21,∞,𝑀

‖‖∇𝒖𝑇 ‖‖𝑇 ‖‖‖𝑮𝑘
𝒃,𝑇

(𝒖
ℎ
) −𝑮𝑘

𝒃𝑀,𝑇
(𝒖

ℎ
)‖‖‖𝑇 .

This implies

‖‖‖𝑮𝑘
𝒃,𝑇

(𝒖
ℎ
) −𝑮𝑘

𝒃𝑀,𝑇
(𝒖

ℎ
)‖‖‖𝑇 ≤ 𝐶ℎ

1∕2
𝑀

‖𝒃‖1∕20,∞,𝑀
‖𝒃‖1∕21,∞,𝑀

‖‖∇𝒖𝑇 ‖‖𝑇 . (2.6)

Remark 2.1. Note that the decomposition ℎ can be taken to be the original decomposition ℎ. The results proven in Sections 3 and 
4 still hold with ℎ = ℎ. However, considering an overlapping decomposition ℎ can significantly decrease the number of degrees 
of freedom required for the local projection and makes the local projection stabilisation more robust with respect to the choice of 
stabilisation parameter 𝜏𝑀 , see [45].

2.3. Discrete formulation

In this section, we introduce the discrete HHO-LPS method for the Oseen problem (0.1). The discrete problem is defined as follows: 
Find (𝒖

ℎ
, 𝑝ℎ) ∈𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ

such that

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒗ℎ, 𝑞ℎ)) = (𝒇 ,𝒗ℎ) ∀(𝒗

ℎ
, 𝑞ℎ) ∈𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ
, (2.7)

where the combined bilinear form 𝐴𝐿𝑃
ℎ

(⋅, ⋅) consists of the following parts:

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒗ℎ, 𝑞ℎ)) ∶=𝐴𝜖,ℎ(𝒖ℎ,𝒗ℎ) +𝐴𝒃,ℎ(𝒖ℎ,𝒗ℎ) +𝐴st ((𝒖ℎ, 𝑝ℎ), (𝒗ℎ, 𝑞ℎ))

+𝐵ℎ(𝒗ℎ, 𝑝ℎ) −𝐵ℎ(𝒖ℎ, 𝑞ℎ). (2.8)

Now, we define each of the bilinear forms introduced above.

The viscosity bilinear form 𝐴𝜖,ℎ: We use the local velocity reconstruction operator defined in (2.1) to define the viscosity term 𝐴𝜖,ℎ. 
The local viscous bilinear form 𝐴𝜖,𝑇 ∶𝑼𝑘

𝑇
×𝑼𝑘

𝑇
→ℝ is defined as

𝑘+1 𝑘+1
206

𝐴𝜖,𝑇 (𝒘𝑇
,𝒗𝑇 ) = 𝜖(∇𝒓

𝑇
(𝒘

𝑇
),∇𝒓

𝑇
(𝒗

𝑇
))𝑇 + 𝑆𝜖,𝑇 (𝒘𝑇

,𝒗
𝑇
),
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where the local HHO stabilisation is defined as

𝑆𝜖,𝑇 (𝒘𝑇
,𝒗

𝑇
)

= 𝜖

ℎ𝑇

∑
𝐹∈𝑇

(
𝜋𝑘
𝐹
(𝒘𝐹 −𝒘𝑇 − (𝑟𝑘+1

𝑇
𝒘
𝑇
− 𝜋𝑘

𝑇
𝑟𝑘+1
𝑇

𝒘
𝑇
)), 𝜋𝑘

𝐹
(𝒗𝐹 − 𝒗𝑇 − (𝑟𝑘+1

𝑇
𝒗
𝑇
− 𝜋𝑘

𝑇
𝑟𝑘+1
𝑇

𝒗
𝑇
))
)
𝐹
.

The global HHO stabilisation term is given by 𝑆𝜖,ℎ(𝒘ℎ
, 𝒗

ℎ
) =

∑
𝑇∈ℎ 𝑆𝜖,𝑇 (𝒘𝑇

, 𝒗
𝑇
). Summing over all 𝑇 ∈ ℎ the global viscous bilinear 

form 𝐴𝜖,ℎ is given by

𝐴𝜖,ℎ(𝒘𝑇
,𝒗

𝑇
) =

∑
𝑇∈ℎ

𝐴𝜖,𝑇 (𝒘𝑇
,𝒗

𝑇
).

The convection reaction bilinear form 𝐴𝒃,ℎ: Define the local convection reaction bilinear form 𝐴𝒃,𝑇 ∶𝑼𝑘
𝑇
×𝑼𝑘

𝑇
→ℝ as follows

𝐴𝒃,𝑇 (𝒘𝑇
,𝒗

𝑇
) = −(𝒘𝑇 ,𝐺

𝑘
𝒃,𝑇

(𝒗𝑇 ))𝑇 +
∑
𝐹∈𝑇

(𝒃⊖
𝑇𝐹

(𝒘𝐹 −𝒘𝑇 ), (𝒗𝐹 − 𝒗𝑇 ))𝐹

+ 𝜎(𝒘𝑇 ,𝒗𝑇 )𝑇 . (2.9)

The global convective bilinear form 𝐴𝒃,ℎ ∶𝑼𝑘
𝑇
×𝑼𝑘

𝑇
→ℝ is given by

𝐴𝒃,ℎ(𝒘ℎ
,𝒗

ℎ
) =

∑
𝑇∈ℎ

𝐴𝒃,𝑇 (𝒘𝑇
,𝒗

𝑇
).

The velocity-pressure bilinear form 𝐵ℎ: Using the definition of local divergence reconstruction in (2.4) the global velocity-pressure 
bilinear form 𝐵ℎ ∶𝑼𝑘

ℎ
× 𝑃𝑘

ℎ
→ℝ is defined as

𝐵ℎ(𝒗ℎ, 𝑞ℎ) = −
∑
𝑇∈ℎ

(𝐷𝑘
𝑇
(𝒗

𝑇
), 𝑞ℎ)𝑇 (2.10)

Stabilisation terms: The third term 𝐴st (⋅, ⋅) in (2.8) consists of three stabilisation terms:

𝐴st ((𝒖ℎ, 𝑝ℎ), (𝒗ℎ, 𝑞ℎ)) ∶=𝐴𝑆,ℎ(𝒖ℎ,𝒗ℎ) +𝐴𝑁,ℎ(𝒖ℎ,𝒗ℎ) +𝐵𝐺,ℎ(𝑝ℎ, 𝑞ℎ).

The LPS stabilisation 𝐴𝑆,ℎ is defined in (2.5).

Stabilisation for normal continuity: Since the velocity functions in 𝑼𝑘
ℎ

do not provide normal continuity across faces, we enforce the 
following normal stabilisation:

𝐴𝑁,ℎ(𝒗ℎ,𝒘ℎ
) ∶=

∑
𝑇∈ℎ

∑
𝐹∈𝑇

((𝒗𝑇 − 𝒗𝐹 ) ⋅ 𝒏𝑇𝐹 , (𝒘𝑇 −𝒘𝐹 ) ⋅ 𝒏𝑇𝐹 )𝐹 .

Pressure gradient stabilisation: 𝐵𝐺,ℎ is to stabilise the pressure gradient defined as

𝐵𝐺,ℎ(𝑞ℎ, 𝑟ℎ) =
∑

𝑀∈ℎ

𝜌𝑀 (𝐾𝑀 (∇ℎ𝑞ℎ)),𝐾𝑀 (∇ℎ𝑟ℎ)))𝑀,

where 𝜌𝑀 ∼ ℎ𝑀 .

3. Wellposedness of discrete formulation

This section deals with the stability of the bilinear form 𝐴𝐿𝑃
ℎ

(⋅, ⋅) as defined in (2.8). We consider the following norms and 
seminorms.

Norms on 𝑼𝑘
ℎ,0: For 𝒗

ℎ
∈𝑼𝑘

ℎ,0 define

‖‖‖𝒗ℎ‖‖‖21,ℎ ∶= ∑
𝑇∈ℎ

(‖‖∇𝒗𝑇 ‖‖2𝑇 +
∑
𝐹∈𝑇

1
ℎ𝐹

‖‖𝒗𝐹 − 𝒗𝑇
‖‖2𝐹 )

,

‖‖‖𝒗ℎ‖‖‖2𝜖,ℎ ∶=𝐴𝜖,ℎ(𝒗ℎ,𝒗ℎ),
‖‖‖𝒗ℎ‖‖‖2𝒃 ∶= ∑

𝑇∈ℎ

(
𝜎 ‖‖𝒗𝑇 ‖‖2𝑇 +

∑
𝐹∈𝑇 ∫𝐹

|𝒃𝑇𝐹 |
2

(𝒗𝐹 − 𝒗𝑇 ) ⋅ (𝒗𝐹 − 𝒗𝑇 )
)
.

In the proof of the stability of our discrete scheme, we will use the fact that the norms 𝜖1∕2 ‖⋅‖1,ℎ and ‖⋅‖𝜖,ℎ are equivalent; see [25].

Semi-norms and norms on 𝑼𝑘
ℎ,0 × 𝑃𝑘

ℎ
: For (𝒗

ℎ
, 𝑞ℎ) ∈𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ

define

‖‖‖(𝒗ℎ, 𝑞ℎ)‖‖‖2st ∶=𝐴st ((𝒗ℎ, 𝑞ℎ), (𝒗ℎ, 𝑞ℎ)),
‖‖‖(𝒗ℎ, 𝑞ℎ)‖‖‖2supg ∶= ∑

𝛾𝑀
‖‖‖𝑮𝑘

𝒃,𝑀
(𝒗

ℎ
) + ∇ℎ𝑞ℎ

‖‖‖2𝑀 ,
207

𝑀∈ℎ
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where,

𝛾𝑀 = ℎ2
𝑀
∕(𝜖 + (1 + ‖𝒃‖0,∞,𝑀 )ℎ𝑀 + 𝜎ℎ2

𝑀
).

There exists a constant 𝐶 such that 𝛾𝑀 ≤ 𝐶min{𝜏𝑀 , 𝜌𝑀}. In our analysis, we consider the following combined norms on the space 
𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ

:

|||||||||(𝒗ℎ, 𝑞ℎ)|||||||||2 ∶= ‖‖‖𝒗ℎ‖‖‖2𝜖,ℎ + ‖‖‖𝒗ℎ‖‖‖2𝒃 + ‖‖‖(𝒗ℎ, 𝑞ℎ)‖‖‖2st .|||||||||(𝒗ℎ, 𝑞ℎ)|||||||||2LP ∶= |||||||||(𝒗ℎ, 𝑞ℎ)|||||||||2 + 1
1 +𝜔

‖‖‖(𝒗ℎ, 𝑞ℎ)‖‖‖2supg + (𝜖 + 𝜎)‖‖𝑞ℎ‖‖2 , (3.1)

where 𝜔 =max𝑀∈ℎ

ℎ2
𝑀
‖𝒃‖1,∞,𝑀

𝜖+𝜎ℎ2
𝑀

.

Lemma 3.1. For given (𝒖
ℎ
, 𝑝ℎ) ∈𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ

, the bilinear form defined in (2.8) satisfies

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒖ℎ, 𝑝ℎ)) =

|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2.
Proof. Take the pair (𝒗

ℎ
, 𝑞ℎ) = (𝒖

ℎ
, 𝑝ℎ) as a test function in the definition of the bilinear form 𝐴𝐿𝑃

ℎ
(⋅, ⋅) in (2.8) to obtain

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒖ℎ, 𝑝ℎ)) =𝐴𝜖,ℎ(𝒖ℎ,𝒖ℎ) +𝐴𝒃,ℎ(𝒖ℎ,𝒖ℎ) +𝐴st ((𝒖ℎ, 𝑝ℎ), (𝒖ℎ, 𝑝ℎ)). (3.2)

The first and third terms of the above equation read as

𝐴𝜖,ℎ(𝒖ℎ,𝒖ℎ) +𝐴st ((𝒖ℎ, 𝑝ℎ), (𝒖ℎ, 𝑝ℎ)) =
‖‖‖𝒖ℎ‖‖‖2𝜖,ℎ + ‖‖‖(𝒖ℎ, 𝑝ℎ)‖‖‖2st . (3.3)

For the second term of (3.2), we use the definition of 𝐴𝒃,𝑇 in (2.9) and apply the integration by parts along with the assumption 
div 𝒃 = 0 to obtain (see [1, eqn. (19)] for more details)

𝐴𝒃,ℎ(𝒖ℎ,𝒖ℎ) =
∑
𝑇∈ℎ

𝐴𝒃,𝑇 (𝒖𝑇 ,𝒖𝑇 )

=
∑
𝑇∈ℎ

(
− (𝒖𝑇 ,𝐺𝑘

𝒃,𝑇
(𝒖𝑇 ))𝑇 +

∑
𝐹∈𝑇

(𝒃⊖
𝑇𝐹

(𝒖𝐹 − 𝒖𝑇 ), (𝒖𝐹 − 𝒖𝑇 ))𝐹 + 𝜎(𝒖𝑇 ,𝒖𝑇 )𝑇
)

=
∑
𝑇∈ℎ

(
𝜎 ‖‖𝒖𝑇 ‖‖2𝑇 +

∑
𝐹∈𝑇

1
2
‖‖‖|𝒃𝑇𝐹 |1∕2(𝒖𝐹 − 𝒖𝑇 )

‖‖‖2𝐹
)
= ‖‖‖𝒖ℎ‖‖‖2𝒃 . (3.4)

Combining the above expressions (3.2), (3.3) and (3.4), we obtain the required result. □

Lemma 3.2. For any given (𝒖
ℎ
, 𝑝ℎ) ∈𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ

, there exists 𝒛
ℎ
∈𝑼𝑘

ℎ,0 such that

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒛ℎ,0)) ≥ 1

8
∑

𝑀∈ℎ

𝛾𝑀
‖‖‖𝑮𝑘

𝒃,𝑀
(𝒖

ℎ
) + ∇ℎ𝑝ℎ

‖‖‖2𝑀 −𝐶1(1 +𝜔)|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2, (3.5)

for some positive constant 𝐶1 independent of ℎ and 𝜖.

Proof. We follow some steps of [46, Theorem 4.1] for the proof of this lemma. For given (𝒖
ℎ
, 𝑝ℎ) ∈𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ

, let 𝒙𝑀 =𝑮𝑘
𝒃,𝑀

(𝒖
ℎ
) +

∇ℎ𝑝ℎ for 𝑀 ∈ℎ. We define 𝒛𝑀 = 𝛾𝑀𝜋𝑘−1
𝑀

𝒙𝑀 on 𝑀 and extend to Ω by zero. Using the boundedness of 𝜋𝑘−1
𝑀

we have

‖‖𝒛𝑀‖‖𝑀 ≤ 𝛾𝑀
‖‖𝒙𝑀‖‖𝑀 . (3.6)

Now define the global function 𝒛
ℎ
= ((𝒛𝑇 )𝑇∈ℎ , (𝒛𝐹 )𝐹∈ℎ ), where 𝒛𝑇 =

∑
𝑀⊃𝑇 𝒛𝑀 |𝑇 and 𝑧𝐹 = 𝟎 for all 𝐹 ∈ ℎ. From the properties 

of the decomposition ℎ and using the inverse inequality, the trace inequality, and the equivalence ℎ𝑀 ≲ ℎ𝐹 , we have the following 
bounds:

‖‖𝒛ℎ‖‖2 ≤ ∑
𝑀∈ℎ

‖‖𝒛ℎ‖‖2𝑀 ≤ 𝐶
∑

𝑀∈ℎ

‖‖𝒛𝑀‖‖2𝑀 ,

∑
𝑇∈ℎ

‖‖∇𝒛𝑇 ‖‖2𝑇 ≤ 𝐶
∑

𝑀∈ℎ

1
ℎ2
𝑀

‖‖𝒛𝑀‖‖2𝑀 ,
∑
𝑇∈ℎ

∑
𝐹∈𝑇

1
ℎ𝐹

‖‖𝒛𝑇 ‖‖2𝐹 ≤ 𝐶
∑

𝑀∈ℎ

1
ℎ2
𝑀

‖‖𝒛𝑀‖‖2𝑀 . (3.7)

Taking (𝒛
ℎ
, 0) as a test function in the bilinear form 𝐴𝐿𝑃

ℎ
, we have

𝐿𝑃
208

𝐴
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒛ℎ,0)) =𝐴𝜖,ℎ(𝒖ℎ,𝒛ℎ) +𝐴𝒃,ℎ(𝒖ℎ,𝒛ℎ) +𝐵ℎ(𝒛ℎ, 𝑝ℎ) +𝐴st ((𝒖ℎ, 𝑝ℎ), (𝒛ℎ,0)).
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Applying the Cauchy-Schwarz inequality on 𝐴𝜖,ℎ(𝒖ℎ, 𝒛ℎ) along with the equivalence of the norms 𝜖1∕2 ‖⋅‖1,ℎ and ‖⋅‖𝜖,ℎ, we get

𝐴𝜖,ℎ(𝒖ℎ,𝒛ℎ) ≤𝐴𝜖,ℎ(𝒖ℎ,𝒖ℎ)
1∕2𝐴𝜖,ℎ(𝒛ℎ,𝒛ℎ)

1∕2 ≤ 𝐶𝐴𝜖,ℎ(𝒖ℎ,𝒖ℎ)
1∕2𝜖1∕2

‖‖‖𝒛ℎ‖‖‖1,ℎ . (3.8)

Now, using the definition of the norm, the relations (3.7) and the fact that 𝒛𝐹 = 0, we have

𝜖
‖‖‖𝒛ℎ‖‖‖21,ℎ = ∑

𝑇∈ℎ

(
𝜖 ‖‖∇𝒛𝑇 ‖‖2𝑇 +

∑
𝐹∈𝑇

𝜖

ℎ𝐹

‖‖𝒛𝐹 − 𝒛𝑇
‖‖2𝐹 ) ≤ 𝐶

∑
𝑀∈ℎ

𝜖

ℎ2
𝑀

‖‖𝒛𝑀‖‖2𝑀 . (3.9)

Using (3.9) in (3.8) along with (3.6) and 𝛾𝑀 ≤ ℎ2
𝑀

𝜖
we have

𝐴𝜖,ℎ(𝒖ℎ,𝒛ℎ) ≤ 1
16

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 +𝐶𝐴𝜖,ℎ(𝒖ℎ,𝒖ℎ). (3.10)

Using the definition of 𝐺𝑘
𝑏,𝑇

in the bilinear form 𝐴𝒃,ℎ(⋅, ⋅) of (2.9) and applying the integration by parts, we get (see [1, eqn. (18)])

𝐴𝒃,ℎ(𝒖ℎ,𝒛ℎ) =
∑
𝑇∈ℎ

(
(𝑮𝑘

𝒃,𝑇
(𝒖

𝑇
),𝒛𝑇 )𝑇 + 𝜎(𝒖𝑇 ,𝒛𝑇 )𝑇 +

∑
𝐹∈𝑇

(𝒃⊕
𝑇𝐹

(𝒛𝐹 − 𝒛𝑇 ), (𝒖𝐹 − 𝒖𝑇 ))𝐹
)
. (3.11)

Using the definition of the bilinear form 𝐵ℎ in (2.10) with integration by parts and 𝒛𝐹 = 0, we have

𝐵ℎ(𝒛ℎ, 𝑝ℎ) =
∑
𝑇∈ℎ

(
(𝒛𝑇 ,∇𝑝ℎ) −

∑
𝐹∈𝑇

(𝒛𝐹 ⋅ 𝒏𝑇𝐹 , 𝑝ℎ)𝐹
)
=

∑
𝑇∈ℎ

(𝒛𝑇 ,∇ℎ𝑝ℎ)𝑇 . (3.12)

Adding (3.11) and (3.12), we obtain

𝐴𝒃,ℎ(𝒖ℎ,𝒛ℎ) +𝐵ℎ(𝒛ℎ, 𝑝ℎ)

=
∑
𝑇∈ℎ

(
(𝐺𝑘

𝒃,𝑇
(𝒖

𝑇
) + ∇ℎ𝑝ℎ,𝒛𝑇 )𝑇 + 𝜎(𝒖𝑇 ,𝒛𝑇 )𝑇 +

∑
𝐹∈𝑇

(𝒃⊕
𝑇𝐹

(𝒛𝐹 − 𝒛𝑇 ), (𝒖𝐹 − 𝒖𝑇 ))𝐹
)
. (3.13)

Using the fact that 𝒙𝑀 |𝑇 =𝐺𝑘
𝒃,𝑇

(𝒖
𝑇
) +∇𝑝𝑇 , the definition of 𝒛𝑀 and relation (3.6) the first term in the summation of (3.13) becomes∑

𝑇∈ℎ
(𝐺𝑘

𝒃,𝑇
(𝒖

𝑇
) + ∇𝑝𝑇 ,𝒛𝑇 )𝑇 =

∑
𝑀∈ℎ

(𝒙𝑀,𝒛𝑀 )𝑀

=
∑

𝑀∈ℎ

(𝒙𝑀,𝛾𝑀𝒙𝑀 )𝑀 + (𝒙𝑀,𝒛𝑀 − 𝛾𝑀𝒙𝑀 )𝑀

=
∑

𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 − 𝛾𝑀 (𝒙𝑀,𝐾𝑀𝒙𝑀 )𝑀.

≥ 1
2

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 −𝐶

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝐾𝑀 (𝒙𝑀 )‖‖2𝑀 . (3.14)

Now we estimate the second term in (3.14). This term can be controlled by applying the triangle inequality and then adding and 
subtracting the reconstruction 𝐺𝒃𝑀,𝑀 with 𝛾𝑀 ≤min{𝜏𝑀 , 𝜌𝑀} as follows:∑

𝑀∈ℎ

𝛾𝑀
‖‖𝐾𝑀 (𝒙𝑀 )‖‖2𝑀

≤ 2
∑

𝑀∈ℎ

𝛾𝑀
‖‖‖𝐾𝑀 (𝑮𝑘

𝒃,𝑀
(𝒖

ℎ
))‖‖‖2𝑀 + 2

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝐾𝑀 (∇ℎ𝑝ℎ)‖‖2𝑀

≤ 2
∑

𝑀∈ℎ

𝜏𝑀
‖‖‖𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒖

ℎ
))‖‖‖2𝑀 + 2

∑
𝑀∈ℎ

𝜌𝑀
‖‖𝐾𝑀 (∇ℎ𝑝ℎ)‖‖2𝑀

+
∑

𝑀∈ℎ

2𝛾𝑀
‖‖‖𝐾𝑀 (𝑮𝑘

𝒃,𝑀
(𝒖

ℎ
) −𝑮𝑘

𝒃𝑀,𝑀
(𝒖

ℎ
))‖‖‖2𝑀 .

≤ 2|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2 + ∑
𝑀∈ℎ

2𝛾𝑀
‖‖‖𝐾𝑀 (𝑮𝑘

𝒃,𝑀
(𝒖

ℎ
) −𝑮𝑘

𝒃𝑀,𝑀
(𝒖

ℎ
))‖‖‖2𝑀 . (3.15)

To control the second term of (3.15), we use the boundedness of the operator 𝐾𝑀 , the inverse inequality, the equivalence of the 
norms ‖⋅‖𝜖,ℎ and 𝜖1∕2 ‖⋅‖1,ℎ, the estimate (2.6) and 𝜏𝑀 ‖𝑏‖0,∞,𝑀 ≲ ℎ𝑀 , to get

∑
𝛾

‖‖𝐾 (𝑮𝑘 (𝒖 ) −𝑮𝑘 (𝒖 ))‖‖2
209

𝑀∈ℎ

𝑀 ‖ 𝑀 𝒃,𝑀 ℎ 𝒃𝑀,𝑀 ℎ ‖𝑀
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≤ ∑
𝑀∈ℎ

𝛾𝑀
‖‖‖𝑮𝑘

𝒃,𝑀
(𝒖

ℎ
) −𝑮𝑘

𝒃𝑀,𝑀
(𝒖

ℎ
)‖‖‖2𝑀

≤ 𝐶
∑

𝑀∈ℎ

𝜏𝑀ℎ𝑀 ‖𝒃‖0,∞,𝑀 ‖𝒃‖1,∞,𝑀
‖‖∇ℎ𝒖ℎ

‖‖2𝑀
≤ 𝐶

∑
𝑀∈ℎ

(ℎ2
𝑀

‖𝒃‖1,∞,𝑀

𝜖 + 𝜎ℎ2
𝑀

∑
𝑇⊂𝑀

(𝜖 + 𝜎ℎ2
𝑀
)‖‖∇𝒖𝑇 ‖‖2𝑇 )

≤ 𝐶 max
𝑀∈ℎ

ℎ2
𝑀

‖𝒃‖1,∞,𝑀

𝜖 + 𝜎ℎ2
𝑀

(‖‖‖𝒖ℎ‖‖‖2𝜖,ℎ + ‖‖‖𝒖ℎ‖‖‖2𝒃
) ≤ 𝐶𝜔

|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2. (3.16)

Combining (3.15) and (3.16) and putting in (3.14), we obtain∑
𝑇∈ℎ

(𝐺𝑘
𝒃,𝑇

(𝒖
𝑇
) + ∇ℎ𝑝ℎ,𝒛𝑇 )𝑇 ≥ 1

2
∑

𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 −𝐶(1 +𝜔)|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2. (3.17)

Using the Cauchy–Schwarz inequality, the relation (3.6) and the fact that 𝛾𝑀 ≤ 1∕𝜎, the second term of (3.13) gives

∑
𝑇∈ℎ

𝜎(𝒖𝑇 ,𝒛𝑇 )𝑇 ≤ 𝐶

( ∑
𝑀∈ℎ

𝜎𝛾2
𝑀

‖‖𝒙𝑀‖‖2𝑀 )1∕2(
𝜎

∑
𝑇∈ℎ

‖‖𝒖𝑇 ‖‖2𝑇 )1∕2

≤ 1
8

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 +𝐶

|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2. (3.18)

Using 𝒛𝐹 = 0 on each edge, 𝛾𝑀 ≤ ℎ𝑀 ‖𝒃‖0,∞,𝑀 and (3.7), the third term in (3.13) gives∑
𝑇∈ℎ

∑
𝐹∈𝑇

(𝒃⊕
𝑇𝐹

(𝒖𝐹 − 𝒖𝑇 ),𝒛𝐹 − 𝒛𝑇 )𝐹

≤ 𝐶(
∑
𝑇∈ℎ

∑
𝐹∈𝑇

‖‖𝒃𝑇𝐹 (𝒖𝐹 − 𝒖𝑇 )‖‖2𝐹 )1∕2( ∑
𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 )1∕2

≤ 1
8

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 +𝐶

|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2. (3.19)

Combining (3.17)–(3.19), the expression in (3.13) can be bounded as

𝐴𝒃,ℎ(𝒖ℎ,𝒛ℎ) +𝐵ℎ(𝒛ℎ, 𝑝ℎ) ≥ 1
4

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 −𝐶(1 +𝜔)|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2. (3.20)

The last term remaining in 𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒛ℎ, 0)) is

𝐴st ((𝒖ℎ, 𝑝ℎ), (𝒛ℎ,0)) =𝐴𝑆,ℎ(𝒖ℎ,𝒛ℎ) +𝐴𝑁,ℎ(𝒖ℎ,𝒛ℎ).

Using the definition of reconstruction 𝐺𝑘
𝒃𝑀,𝑀

and (3.7), we have the following estimate

‖‖‖𝑮𝑘
𝒃𝑀,𝑀

(𝒛
𝑇
)‖‖‖2𝑇 = (𝒃𝑀 ⋅∇𝒛𝑇 ,𝑮𝑘

𝒃𝑀,𝑀
(𝒛𝑇 ))𝑇 +

∑
𝐹∈𝑇

(𝒃 ⋅ 𝒏𝑇𝐹 (𝒛𝐹 − 𝒛𝑇 ),𝑮𝑘
𝒃𝑀,𝑀

(𝒛𝑇 ))𝐹

≤ 𝐶
‖𝒃‖0,∞,𝑀 𝛾𝑀

ℎ𝑇

‖‖𝒙𝑀‖‖𝑀 ‖‖‖𝑮𝑘
𝒃𝑀,𝑀

(𝒛
𝑇
)‖‖‖𝑇 .

The LPS stabilisation term can now be estimated using the last inequality and boundedness of the operator 𝐾𝑀 with 𝛾𝑀 ≤ 𝜏𝑀 and 
𝜏𝑀 ‖𝒃‖0,∞,𝑀 ≲ ℎ𝑀 as follows

𝐴𝑆,ℎ(𝒖ℎ,𝒛ℎ) =
∑

𝑀∈ℎ

𝜏𝑀

(
𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒖

ℎ
)),𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒛

ℎ
))
)
𝑀

≤ (
∑

𝑀∈ℎ

𝜏𝑀
‖‖‖𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒖

ℎ
))‖‖‖2𝑀 )1∕2(

∑
𝑀∈ℎ

𝜏𝑀
‖‖‖𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒛

ℎ
))‖‖‖2𝑀 )1∕2

≤ ( ∑
𝑀∈ℎ

𝜏𝑀
‖‖‖𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒖

ℎ
))‖‖‖2𝑀

)1∕2( ∑
𝑀∈ℎ

𝜏𝑀 ‖𝒃‖20,∞,𝑀
𝛾2
𝑀

ℎ2
𝑀

‖‖𝒙𝑀‖‖2𝑀 )1∕2

≤ 1
16

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 +𝐶𝐴𝑆,ℎ(𝒖ℎ,𝒖ℎ). (3.21)
210

The normal stabilisation term can be handled using 𝒛𝐹 = 0, 𝛾𝑀 ≤ ℎ𝑀 , and (3.7)
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𝐴𝑁,ℎ(𝒖ℎ,𝒛ℎ) =
∑
𝑇∈ℎ

∑
𝐹∈𝑇

((𝒖𝑇 − 𝒖𝐹 ) ⋅ 𝒏𝑇𝐹 , (𝒛𝑇 ) ⋅ 𝒏𝑇𝐹 )𝐹

≤ 1
16

∑
𝑀∈ℎ

𝛾𝑀
‖‖𝒙𝑀‖‖2𝑀 +𝐶𝐴𝑁,ℎ(𝒖ℎ,𝒖ℎ). (3.22)

Combining the inequalities (3.10), (3.20)–(3.22) we finally get (3.5). □

Lemma 3.3. For given (𝒖
ℎ
, 𝑝ℎ) ∈𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ

, there exists 𝒛̃
ℎ
∈𝑼𝑘

ℎ,0 such that

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒛̃ℎ,0)) ≥ 1

2
‖‖𝑝ℎ‖‖2 − 𝐶̃

(|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2 + ‖‖𝒖ℎ‖‖2 ), (3.23)

for some positive constant 𝐶̃ independent of ℎ and 𝜖.

Proof. For any fixed 𝑝ℎ ∈ 𝑃𝑘
ℎ

, take 𝒛̃
ℎ
∈𝑼𝑘

ℎ,0 such that

𝐷𝑘
ℎ
(𝒛̃

ℎ
) = −𝑝ℎ 𝑎𝑛𝑑

‖‖‖𝒛̃ℎ‖‖‖1,ℎ ≤ 𝐶 ‖‖𝑝ℎ‖‖, (3.24)

see (7.4) for details. Taking (𝒛̃
ℎ
, 0) as a test function, we obtain

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒛̃ℎ,0)) =𝐴𝜖,ℎ(𝒖ℎ, 𝒛̃ℎ) +𝐴𝒃,ℎ(𝒖ℎ, 𝒛̃ℎ) +𝐵ℎ(𝒛̃ℎ, 𝑝ℎ) +𝐴st ((𝒖ℎ, 𝑝ℎ), (𝒛̃ℎ,0)).

Using the equivalence of the norms ‖⋅‖𝜖,ℎ and 𝜖1∕2 ‖⋅‖1,ℎ, the Cauchy–Schwarz inequality, and the bound for 𝒛̃
ℎ

in (3.24), we obtain 
an estimate for the viscous term as

𝐴𝜖,ℎ(𝒖ℎ, 𝒛̃ℎ) ≤ 𝐶𝐴𝜖,ℎ(𝒖ℎ,𝒖ℎ)
1∕2𝜖1∕2

‖‖‖𝒛̃ℎ‖‖‖1,ℎ ≤ 1
6
‖‖𝑝ℎ‖‖2 +𝐶

‖‖‖𝒖ℎ‖‖‖2𝜖,ℎ . (3.25)

Using the definition of the bilinear form 𝐴𝒃,𝑇 in (2.9), the Cauchy–Schwarz inequality, the discrete Poincaré inequality (1.3) and the 
fact that ‖‖‖𝐺𝑘

𝒃,𝑇
(𝒛̃

𝑇
)‖‖‖𝑇 ≤ 𝐶

‖‖‖𝒛̃𝑇 ‖‖‖1,ℎ, we get the estimate for the advection term as

𝐴𝒃,𝑇 (𝒖𝑇 , 𝒛̃𝑇 ) = −(𝒖𝑇 ,𝐺𝑘
𝒃,𝑇

(𝒛̃
𝑇
))𝑇 +

∑
𝐹∈𝑇

(𝒃⊖
𝑇𝐹

(𝒖𝐹 − 𝒖𝑇 ), (𝒛̃𝐹 − 𝒛̃𝑇 ))𝐹 + 𝜎(𝒖𝑇 , 𝒛̃𝑇 )𝑇

≤ 𝐶(‖‖‖𝒖ℎ‖‖‖𝒃 + ‖𝑢ℎ‖)(‖‖‖𝒛̃ℎ‖‖‖1,ℎ + ‖𝒛̃ℎ‖) ≤ 1
6
‖‖𝑝ℎ‖‖2 +𝐶(‖‖‖𝒖ℎ‖‖‖2𝒃 + ‖‖𝒖ℎ‖‖2). (3.26)

Using the definition of advection reconstruction for the LPS term and applying the trace and Cauchy–Schwarz inequalities, we obtain ‖‖‖𝐺𝑘
𝒃𝑀,𝑇

(𝒛̃
𝑇
)‖‖‖𝑇 ≤ 𝐶

‖‖‖𝒛̃𝑇 ‖‖‖1,ℎ. This, along with the boundedness of the operator 𝐾𝑀 and (3.24) yields

𝐴𝑆,ℎ(𝒖ℎ, 𝒛̃ℎ) ≤ 𝐶(𝐴𝑆,ℎ(𝒖ℎ,𝒖ℎ))
1∕2 ‖‖𝑝ℎ‖‖ .

Applying the Cauchy-Schwarz inequality and (3.24) on the normal stabilisation term, we have

𝐴𝑁,ℎ(𝒖ℎ, 𝒛̃ℎ) ≤ 𝐶(𝐴𝑁,ℎ(𝒖ℎ,𝒖ℎ))
1∕2 ‖‖𝑝ℎ‖‖ .

Combining the last two inequalities, we obtain

𝐴st ((𝒖ℎ, 𝑝ℎ), (𝒛̃ℎ,0)) ≤ 1
6
‖‖𝑝ℎ‖‖2 +𝐶

‖‖‖(𝒖ℎ, 𝑝ℎ)‖‖‖2st . (3.27)

The choice of 𝒛̃
ℎ

in (3.24) and the definition of 𝐵ℎ provide 𝐵ℎ(𝒛̃ℎ, 𝑝ℎ) = ‖‖𝑝ℎ‖‖2. Combining this with (3.25)–(3.27), we arrive at 
(3.23). □

Theorem 3.4. There exists 𝛽 > 0 independent of ℎ and 𝜖 such that

sup
(𝒗
ℎ
,𝑞ℎ)∈𝑼𝑘

ℎ,0×𝑃
𝑘
ℎ

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒗ℎ, 𝑞ℎ))|||||||||(𝒗ℎ, 𝑞ℎ)|||||||||𝐿𝑃

≥ 𝛽
|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||𝐿𝑃 ∀(𝒖

ℎ
, 𝑝ℎ) ∈𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ
.

Proof. Using the discrete Poincaré inequality (1.3), we have the following

(𝜖 + 𝜎)‖‖𝒖ℎ‖‖2 ≤ 𝐶

( ∑
𝑇∈ℎ

𝜖 ‖‖∇𝒖𝑇 ‖‖2𝑇 +
∑
𝑇∈ℎ

∑
𝐹∈𝑇

𝜖

ℎ𝐹 ∫
𝐹

(𝒖𝐹 − 𝒖𝑇 ) ⋅ (𝒖𝐹 − 𝒖𝑇 )
)
+ 𝜎 ‖‖𝒖ℎ‖‖2

≤ 𝐶

(‖‖‖𝒖ℎ‖‖‖2𝜖,ℎ + 𝜎 ‖‖𝒖ℎ‖‖2 ).
211

Multiplying (3.23) by 2(𝜖 + 𝜎) and then applying the last inequality, we have
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𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ),2(𝜖 + 𝜎)(𝒛̃

ℎ
,0)) ≥ (𝜖 + 𝜎)‖‖𝑝ℎ‖‖2 − 𝐶̃1

|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2, (3.28)

for some positive constant 𝐶̃1 independent of 𝜖 and 𝜎 (as both 𝜖 and 𝜎 are bounded from above).

Now taking (𝒗
ℎ
, 𝑞ℎ) = (𝒖

ℎ
, 𝑝ℎ) +

1
1+8𝐶1+𝐶̃1

(
8

1+𝜔 (𝒛ℎ, 0) + 2(𝜖 + 𝜎)(𝒛̃
ℎ
, 0)

)
with 𝐶1 and 𝒛

ℎ
as in (3.5) and 𝐶̃1, 𝒛̃

ℎ
as in (3.28), we get

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
, 𝑝ℎ), (𝒗ℎ, 𝑞ℎ)) ≥ 1

1 + 8𝐶1 + 𝐶̃1

|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||2𝐿𝑃 . (3.29)

Using the properties of 𝒛
ℎ

in (3.6)–(3.7), we have

|||||||||(𝒛ℎ,0)|||||||||𝐿𝑃 ≤ 𝐶
‖‖‖(𝒖ℎ, 𝑝ℎ)‖‖‖supg

In a similar manner using (3.24), we have

|||||||||(𝒛̃ℎ,0)|||||||||𝐿𝑃 ≤ 𝐶 ‖‖𝑝ℎ‖‖ .
The triangle inequality along with the last two inequalities yields

|||||||||(𝒗ℎ, 𝑞ℎ)|||||||||𝐿𝑃 ≤ |||||||||(𝒖ℎ, 𝑝ℎ)|||||||||𝐿𝑃 + 1
1 + 8𝐶 + 𝐶̃1

( 8
1 +𝜔

|||||||||𝒛ℎ,0)|||||||||𝐿𝑃 + 2(𝜖 + 𝜎)|||||||||(𝒛̃ℎ,0)|||||||||𝐿𝑃
)

≤ 𝐶
|||||||||(𝒖ℎ, 𝑝ℎ)|||||||||𝐿𝑃 . (3.30)

Hence, combining (3.29) and (3.30) the theorem follows. □

4. A priori error estimates

This section deals with the a priori error analysis for the discrete solution of velocity and pressure from (2.7). We employ the 
approximation results in (1.4) to compute the a priori error under the |||⋅|||LP norm. We follow various steps in consistency and 
convergence that are based on the 3rd Strang Lemma; see [25,1].

Theorem 4.1. Let (𝒖, 𝑝) ∈ 𝑽 ×𝑄 be the solution to the continuous problem (1.2) and (𝒖
ℎ
, 𝑝ℎ) ∈ 𝑼𝑘

ℎ,0 × 𝑃𝑘
ℎ

be the solution to the discrete 
problem (2.7). Assume that 𝒖∈ 𝑽 ∩ [𝐻𝑘+2(ℎ)]𝑑 such that Δ𝒖∈ [𝐿2(Ω)]𝑑 , and 𝒖∈𝐻𝑘+1(ℎ). Assume 𝑝 ∈𝐻1(Ω) ∩𝐻𝑘+1(ℎ). Then, 
the following result holds

|||||||||(𝑰𝑘ℎ𝒖− 𝒖
ℎ
, 𝜋𝑘

ℎ
𝑝− 𝑝ℎ)

|||||||||LP ≤ 𝐶

( ∑
𝑇∈ℎ

𝜖ℎ
2(𝑘+1)
𝑇

|𝒖|2
𝑘+2,𝑇 + ℎ2𝑘+1

𝑇
(|𝑝|2

𝑘+1,𝑇 + |𝒖|2
𝑘+1,𝑇 )

)1∕2
, (4.1)

for some positive constant C that does not depend on ℎ and 𝜖.

Proof. For simplicity of notation, set (𝒖̃
ℎ
, 𝑝̃ℎ) ∶= (𝑰𝑘

ℎ
𝒖, 𝜋𝑘

ℎ
𝑝) ∈𝑼𝑘

ℎ,0 ×𝑃
𝑘
ℎ

. Then the error is (𝒖̃
ℎ
−𝒖

ℎ
, 𝑝̃ℎ−𝑝ℎ) ∈𝑼𝑘

ℎ,0 ×𝑃
𝑘
ℎ

. Now applying 
Theorem 3.4, we have

|||||||||(𝒖̃ℎ − 𝒖
ℎ
, 𝑝̃ℎ − 𝑝ℎ)

|||||||||LP ≤ 1
𝛽

sup
(𝒗
ℎ
,𝑞ℎ)∈𝑼𝑘

ℎ,0×𝑃
𝑘
ℎ

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
− 𝒖̃

ℎ
, 𝑝ℎ − 𝑝̃ℎ), (𝒗ℎ, 𝑞ℎ))|||||||||(𝒗ℎ, 𝑞ℎ)|||||||||LP

. (4.2)

We estimate each of the terms in the above bilinear form 𝐴𝐿𝑃
ℎ

. Using the definition of discrete problem (2.7), we have the following 
consistency error:

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
− 𝒖̃

ℎ
, 𝑝ℎ − 𝑝̃ℎ), (𝒗ℎ, 𝑞ℎ)) = (𝒇 ,𝒗ℎ) −𝐴𝐿𝑃

ℎ
((𝒖̃

ℎ
, 𝑝̃ℎ), (𝒗ℎ, 𝑞ℎ)). (4.3)

Since Δ𝒖 ∈ [𝐿2(Ω)]𝑑 and 𝒗
ℎ
∈𝑼𝑘

ℎ,0, the following identity holds∑
𝑇∈ℎ

∑
𝐹∈𝑇

𝜖(𝒗𝐹 ,∇𝒖 ⋅ 𝒏𝑇𝐹 )𝐹 = 0.

Multiplying the first equation in (0.1) by 𝒗ℎ, applying the integration by parts on (Δ𝒖, 𝒗ℎ)𝑇 and using the previous identity, we obtain

(𝒇 ,𝒗ℎ) =
∑
𝑇∈ℎ

(
𝜖(∇𝒖,∇𝒗𝑇 )𝑇 +

∑
𝐹∈𝑇

𝜖(𝒗𝐹 − 𝒗𝑇 ,∇𝒖 ⋅ 𝒏𝑇𝐹 )𝐹 + (𝒃 ⋅∇𝒖,𝒗𝑇 )𝑇 + 𝜎(𝒖,𝒗𝑇 )𝑇
)
+ (𝒗ℎ,∇𝑝). (4.4)

Now, using the expression (𝒇 , 𝒗ℎ) in (4.4) and the definition of 𝐴𝐿𝑃
ℎ

((𝒖̃
ℎ
, 𝑝̃ℎ), (𝒗ℎ, 𝑞ℎ)), (4.3) can be rewritten as

𝐴𝐿𝑃
ℎ

((𝒖
ℎ
− 𝒖̃

ℎ
, 𝑝ℎ − 𝑝̃ℎ), (𝒗ℎ, 𝑞ℎ))

=
∑ (

𝜖(∇𝒖,∇𝒗 ) +
∑

𝜖(𝒗 − 𝒗 ,∇𝒖 ⋅ 𝒏 ) −𝐴 (𝒖̃ ,𝒗 )
)

212

𝑇∈ℎ
𝑇 𝑇

𝐹∈𝑇
𝐹 𝑇 𝑇𝐹 𝐹 𝜖,𝑇 𝑇 𝑇
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+
∑
𝑇∈ℎ

(
(𝒃 ⋅∇𝒖,𝒗𝑇 )𝑇 + 𝜎(𝒖,𝒗𝑇 )𝑇 −𝐴𝒃,𝑇 (𝒖̃𝑇 ,𝒗𝑇 )

)

+
(
(𝒗ℎ,∇𝑝) −𝐵ℎ(𝒗ℎ, 𝑝̃ℎ)

)
+𝐵ℎ(𝒖̃ℎ, 𝑞ℎ) −𝐴st ((𝒖̃ℎ, 𝑝̃ℎ), (𝒗ℎ, 𝑞ℎ))

=∶𝐸1 +𝐸2 +𝐸3 +𝐸4 −𝐸5. (4.5)

We estimate each of the five above terms of (4.5) starting with the diffusion consistency term 𝐸1. Using the definition of the 
reconstruction operator 𝒓𝑘+1

𝑇
in (2.1) with 𝒘 =∇𝑟𝑘+1

𝑇
𝒖̃
𝑇

, we have

(∇𝒓𝑘+1
𝑇

𝒗
𝑇
,∇𝒓𝑘+1

𝑇
𝒖̃
𝑇
)𝑇 = (∇𝒗𝑇 ,∇𝒓𝑘+1𝑇

𝒖̃
𝑇
)𝑇 +

∑
𝐹∈𝑇

(𝒗𝐹 − 𝒗𝑇 ,∇𝒓𝑘+1𝑇
𝒖̃
𝑇
⋅ 𝒏𝑇𝐹 )𝐹 . (4.6)

Using (4.6), the first summation 𝐸1 in (4.5) can be written as∑
𝑇∈ℎ

(
𝜖(∇𝒖,∇𝒗𝑇 )𝑇 +

∑
𝐹∈𝑇

𝜖(𝒗𝐹 − 𝒗𝑇 ,∇𝒖 ⋅ 𝒏𝑇𝐹 )𝐹 −𝐴𝜖,𝑇 (𝒖̃𝑇 ,𝒗𝑇 )
)

=
∑
𝑇∈ℎ

(
𝜖(∇(𝒖− 𝒓𝑘+1

𝑇
𝒖̃
𝑇
),∇𝒗𝑇 )𝑇 +

∑
𝐹∈𝑇

𝜖(∇(𝒖− 𝒓𝑘+1
𝑇

𝒖̃
𝑇
) ⋅ 𝒏𝑇𝐹 ,𝒗𝐹 − 𝒗𝑇 )𝐹 −𝑆𝜖,𝑇 (𝒖̃𝑇 ,𝒗𝑇 )

)
. (4.7)

The velocity reconstruction operator satisfies 𝒓𝑘+1
𝑇

𝑰𝑘
𝑇
𝒖 = 𝜋

1,𝑘+1
𝑇

𝒖, see [25, Definition 1.39]. Using this, the first term within the 
summation of (4.7) vanishes. The second term of (4.7) can be controlled using the approximation property of 𝒓𝑘+1

𝑇
in (2.2) along with 

the Cauchy–Schwarz inequality and equivalence of the norms ‖⋅‖𝜖,ℎ and ‖⋅‖1,ℎ as∑
𝐹∈𝑇

𝜖(∇(𝒖− 𝒓𝑘+1
𝑇

𝒖̃
𝑇
) ⋅ 𝒏𝑇𝐹 ,𝒗𝐹 − 𝒗𝑇 )𝐹 ≤ 𝐶𝜖1∕2ℎ(𝑘+1)

𝑇
|𝒖|𝑘+2,𝑇 ‖‖‖𝒗ℎ‖‖‖𝜖,𝑇 .

Using this and summing over all 𝑇 ∈ ℎ, we have

∑
𝑇∈ℎ

∑
𝐹∈𝑇

𝜖(∇(𝒖− 𝒓𝑘+1
𝑇

𝒖̃
𝑇
) ⋅ 𝒏𝑇𝐹 ,𝒗𝐹 − 𝒗𝑇 )𝐹 ≤ 𝐶

( ∑
𝑇∈ℎ

𝜖ℎ
2(𝑘+1)
𝑇

|𝒖|2
𝑘+2,𝑇

)1∕2 ‖‖‖𝒗ℎ‖‖‖𝜖,ℎ . (4.8)

Since 𝑆𝜖,ℎ(𝒖̃ℎ, ̃𝒖ℎ) ≤ 𝐶
∑

𝑇∈ℎ 𝜖ℎ
2(𝑘+1)
𝑇

|𝒖|2
𝑘+2,𝑇 (see [1]), the third term of (4.7) can be controlled by using the definition of 𝑆𝜖,ℎ and 

the Cauchy-Schwarz inequality as

𝑆𝜖,ℎ(𝒖̃ℎ,𝒗ℎ) ≤ 𝑆𝜖,ℎ(𝒖̃ℎ, 𝒖̃ℎ)
1∕2𝑆𝜖,ℎ(𝒗ℎ,𝒗ℎ)

1∕2 ≤ 𝐶

( ∑
𝑇∈ℎ

𝜖ℎ
2(𝑘+1)
𝑇

|𝒖|2
𝑘+2,𝑇

)1∕2 ‖‖‖𝒗ℎ‖‖‖𝜖,ℎ . (4.9)

Combining (4.7)–(4.9), we have

𝐸1 ≤ 𝐶

( ∑
𝑇∈ℎ

𝜖ℎ
2(𝑘+1)
𝑇

|𝒖|2
𝑘+2,𝑇

)1∕2 ‖‖‖𝒗ℎ‖‖‖𝜖,ℎ . (4.10)

Now we estimate the term 𝐸2 in (4.5). Applying an integration by parts on (𝒃 ⋅∇𝒖, 𝒗𝑇 )𝑇 , using the definition of 𝐴𝒃,𝑇 (𝒖̃𝑇 , 𝒗𝑇 ) and the 
fact that 

∑
𝑇∈ℎ

∑
𝐹∈𝑇 ((𝒃 ⋅ 𝒏𝑇𝐹 )𝒖, 𝒗𝐹 )𝐹 = 0, we have

∑
𝑇∈ℎ

(
(𝒃 ⋅∇𝒖,𝒗𝑇 )𝑇 + 𝜎(𝒖,𝒗𝑇 )𝑇 −𝐴𝒃,𝑇 (𝒖̃𝑇 ,𝒗𝑇 )

)

=
∑
𝑇∈ℎ

(
− (𝒖,𝒃 ⋅∇𝒗𝑇 )𝑇 +

∑
𝐹∈𝑇

((𝒃 ⋅ 𝒏𝑇𝐹 )𝒖,𝒗𝑇 )𝐹 + 𝜎(𝒖,𝒗𝑇 )𝑇 −𝐴𝒃,𝑇 (𝒖̃𝑇 ,𝒗𝑇 )
)

=
∑
𝑇∈ℎ

−(𝒖− 𝒖̃𝑇 ,𝒃 ⋅∇𝒗𝑇 )𝑇 +
∑
𝑇∈ℎ

∑
𝐹∈𝑇

(𝒃 ⋅ 𝒏𝑇𝐹 (𝒖− 𝒖̃𝑇 ),𝒗𝐹 − 𝒗𝑇 )𝐹

−
∑
𝑇∈ℎ

∑
𝐹∈𝑇

(
(𝒃 ⋅ 𝒏𝑇𝐹 )⊖(𝒖̃𝐹 − 𝒖̃𝑇 ), (𝒗𝐹 − 𝒗𝑇 )

)
𝐹
+

∑
𝑇∈ℎ

𝜎(𝒖− 𝒖̃𝑇 ,𝒗𝑇 )𝑇 . (4.11)

Let 𝒃𝑇 be a 𝑃0 approximation of 𝒃 on 𝑇 . Since 𝜋𝑘
𝑇

is the 𝐿2 projection, (𝒃𝑇 ⋅∇𝒗𝑇 , 𝒖− 𝒖̃𝑇 )𝑇 = 0 for all 𝑇 ∈ ℎ. We subtract this from 
the first term in (4.11) and use (1.4), inverse inequality and 𝒃− 𝒃𝑇 ∼ ℎ𝑇 to get

∑
𝑇∈ℎ

(𝒖− 𝒖̃𝑇 , (𝒃− 𝒃𝑇 ) ⋅∇𝒗𝑇 )𝑇 ≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+2
𝑇

|𝒖|2
𝑘+1,𝑇

)1∕2( ∑
𝑇∈ℎ

‖‖𝒗𝑇 ‖‖2𝑇 )1∕2

≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+2
𝑇

|𝒖|2
𝑘+1,𝑇

)1∕2 ‖‖‖𝒗ℎ‖‖‖𝒃 . (4.12)
213

Using the approximation estimates in (1.4), the Cauchy–Schwarz inequality, and the trace inequality, the second term in (4.11) gives
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∑
𝑇∈ℎ

∑
𝐹∈𝑇

(𝒃 ⋅ 𝒏𝑇𝐹 (𝒖− 𝒖̃𝑇 ),𝒗𝐹 − 𝒗𝑇 )𝐹 ≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝒖|2
𝑘+1,𝑇

)1∕2( ∑
𝑇∈ℎ

∑
𝐹∈𝑇

1
2
‖‖𝒃 ⋅ 𝒏𝑇𝐹 (𝒗𝐹 − 𝒗𝑇 )‖‖2𝐹 )1∕2

≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝒖|2
𝑘+1,𝑇

)1∕2 ‖‖‖𝒗ℎ‖‖‖𝒃 . (4.13)

The third term of (4.11) is the upwind stabilisation term which can be controlled using the estimate

‖𝒖̃𝐹 − 𝒖̃𝑇 ‖𝐹 = ‖𝜋𝑘
𝐹
𝒖− 𝜋𝑘

𝑇
𝒖‖𝐹 = ‖𝜋𝑘

𝐹
(𝒖− 𝜋𝑘

𝑇
𝒖)‖𝐹 ≤ ‖𝒖− 𝜋𝑘

𝑇
𝒖‖𝐹

and steps similar to (4.13) as∑
𝑇∈ℎ

∑
𝐹∈𝑇

(
(𝒃 ⋅ 𝒏𝑇𝐹 )⊖(𝒖̃𝐹 − 𝒖̃𝑇 ), (𝒗𝐹 − 𝒗𝑇 )

)
𝐹
≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝒖|2
𝑘+1,𝑇

)1∕2 ‖‖‖𝒗ℎ‖‖‖𝒃 . (4.14)

The last term in (4.11) is the reaction term which can be simply bounded as

𝜎(𝒖− 𝒖̃𝑇 ,𝒗𝑇 )𝑇 ≤ 𝐶

( ∑
𝑇∈ℎ

ℎ
2(𝑘+1)
𝑇

|𝒖|2
𝑘+1,𝑇

)1∕2 ‖‖‖𝒗ℎ‖‖‖𝒃 . (4.15)

Combining the estimates (4.12)–(4.15), we get

𝐸2 ≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝒖|2
𝑘+1,𝑇

)1∕2 ‖‖‖𝒗ℎ‖‖‖𝒃 . (4.16)

The third term of the consistency error in (4.5) is 𝐸3 = (𝒗ℎ, ∇𝑝) −𝐵ℎ(𝒗ℎ, 𝑝̃ℎ). Using the definition of the bilinear form 𝐵ℎ and using 
(∇ ⋅ 𝒗𝑇 , 𝜋𝑘𝑇 𝑝)𝑇 = (∇ ⋅ 𝒗𝑇 , 𝑝)𝑇 , we arrive at

𝐵ℎ(𝒗ℎ, 𝑝̃ℎ) =
∑
𝑇∈ℎ

(
− (∇ ⋅ 𝒗𝑇 , 𝑝̃𝑇 )𝑇 −

∑
𝐹∈𝑇

((𝒗𝐹 − 𝒗𝑇 ) ⋅ 𝒏𝑇𝐹 , 𝑝̃𝑇 )𝐹
)

=
∑
𝑇∈ℎ

(
− (∇ ⋅ 𝒗𝑇 , 𝑝)𝑇 −

∑
𝐹∈𝑇

((𝒗𝐹 − 𝒗𝑇 ) ⋅ 𝒏𝑇𝐹 , 𝑝̃𝑇 )𝐹
)
.

Since 𝑝 ∈𝐻1(Ω) and 𝒗𝐹 = 0 on 𝜕Ω, we have 
∑

𝑇∈ℎ
∑

𝐹∈𝑇 (𝒗𝐹 ⋅ 𝒏𝑇𝐹 , 𝑝)𝐹 = 0. Using this, along with an integration by parts on 
(𝒗𝑇 , ∇𝑝)𝑇 , we obtain

(𝒗ℎ,∇𝑝) =
∑
𝑇∈ℎ

(
− (∇ ⋅ 𝒗𝑇 , 𝑝)𝑇 −

∑
𝐹∈𝑇

((𝒗𝐹 − 𝒗𝑇 ) ⋅ 𝒏𝑇𝐹 , 𝑝)𝐹
)
.

Combining the last two inequalities, 𝐸3 becomes

𝐸3 = (𝒗ℎ,∇𝑝) −𝐵ℎ(𝒗ℎ, 𝑝̃ℎ) =
∑
𝑇∈ℎ

∑
𝐹∈𝑇

((𝒗𝐹 − 𝒗𝑇 ) ⋅ 𝒏𝑇𝐹 , 𝑝̃− 𝑝)𝐹

≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝑝|2
𝑘+1,𝑇

)1∕2( ∑
𝑇∈ℎ

∑
𝐹∈𝑇

‖‖(𝒗𝐹 − 𝒗𝑇 ) ⋅ 𝒏𝑇𝐹 ‖‖2𝐹 )1∕2

≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝑝|2
𝑘+1,𝑇

)1∕2(
𝐴𝑁,ℎ(𝒗ℎ,𝒗ℎ)

)1∕2
. (4.17)

The fourth term 𝐸4 in (4.5) is 𝐵ℎ(𝒖̃ℎ, 𝑞ℎ). This term can be proved to be zero using the fact that 𝐷𝑘
𝑇
𝑰𝑘
𝑇
𝒖 = 𝜋𝑘

𝑇
(div 𝒖) and div 𝒖 = 0

𝐸4 =𝐵ℎ(𝒖̃ℎ, 𝑞ℎ) = −
∑
𝑇∈ℎ

(𝐷𝑘
𝑇
(𝑰𝑘

𝑇
𝒖), 𝑞ℎ)𝑇 = −

∑
𝑇∈ℎ

(𝜋𝑘
𝑇
(div 𝒖), 𝑞ℎ)𝑇 = 0. (4.18)

The last term of (4.5) is the stabilisation term 𝐸5 =𝐴st (⋅, ⋅) which has the following three components

𝐴st ((𝒖̃ℎ, 𝑝̃ℎ), (𝒗ℎ, 𝑞ℎ)) =𝐴𝑆,ℎ(𝒖̃ℎ,𝒗ℎ) +𝐴𝑁,ℎ(𝒖̃ℎ,𝒗ℎ) +𝐵𝐺,ℎ(𝑝̃ℎ, 𝑞ℎ). (4.19)

The first term of (4.19) is the LPS stabilisation defined in (2.5). Using the orthogonality of 𝜋𝑘−1
𝑀

, we have

𝐴𝑆,ℎ(𝒖̃ℎ,𝒗ℎ) = 𝜏𝑀 (𝐺𝒃𝑀,𝑀 (𝑰𝑘
𝑇
(𝒖)),𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)))𝑀.

We use some intermediate steps to estimate the above term. Applying the integration by parts (twice) and using the projection 
property of 𝜋𝑘

𝑇
, we obtain for 𝑇 ⊂𝑀

(𝒃𝑀 ⋅∇𝜋𝑘
𝑇
𝒖,𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)))𝑇

= −(𝜋𝑘𝒖,𝒃 ⋅∇𝐾 (𝑮𝑘 (𝒗 ))) +
∑

((𝒃 ⋅ 𝒏 )𝜋𝑘𝒖,𝐾 (𝑮𝑘 (𝒗 )))
214

𝑇 𝑀 𝑀 𝒃𝑀,𝑀 ℎ 𝑇

𝐹∈𝑇
𝑀 𝑇𝐹 𝑇 𝑀 𝒃𝑀,𝑀 ℎ 𝐹
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= −(𝒖,𝒃𝑀 ⋅∇𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝑇 +

∑
𝐹∈𝑇

((𝒃𝑀 ⋅ 𝒏𝑇𝐹 )𝜋𝑘𝑇 𝒖,𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝐹

= (𝒃𝑀 ⋅∇𝒖,𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝑇 +

∑
𝐹∈𝑇

((𝒃𝑀 ⋅ 𝒏𝑇𝐹 )(𝜋𝑘𝑇 𝒖− 𝒖),𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝐹 . (4.20)

Using the definition 𝐺𝑘
𝒃𝑀,𝑇

(𝑰𝑘
𝑇
(𝒖)) and the above equality (4.20), we obtain

(𝐺𝒃𝑀,𝑇 (𝑰𝑘𝑇 (𝒖)),𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝑇

= (𝒃𝑀 ⋅∇𝜋𝑘
𝑇
𝒖,𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)))𝑇 +

∑
𝐹∈𝑇

((𝒃 ⋅ 𝒏𝑇𝐹 )(𝜋𝑘𝐹 𝒖− 𝜋𝑘
𝑇
𝒖),𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)))𝐹

= (𝒃𝑀 ⋅∇𝒖,𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝑇 +

∑
𝐹∈𝑇

((𝒃 ⋅ 𝒏𝑇𝐹 )(𝜋𝑘𝐹 𝒖− 𝜋𝑘
𝑇
𝒖),𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)))𝐹

+
∑
𝐹∈𝑇

((𝒃𝑀 ⋅ 𝒏𝑇𝐹 )(𝜋𝑘𝑇 𝒖− 𝒖),𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝐹 . (4.21)

Summing the last equation over all 𝑇 ⊂ 𝑀 and applying (𝜋𝑘−1
𝑀

(𝒃𝑀 ⋅ ∇𝒖), 𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝑀 = 0 along with the approximation 

properties of 𝜋𝑘
𝑇

, 𝜋𝑘−1
𝑀

and 𝜋𝑘
𝐹

, we get

𝜏𝑀 (𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒖̃
ℎ
)),𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)))𝑀

= 𝜏𝑀

(
(𝒃𝑀 ⋅∇𝒖,𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)))𝑀 +

∑
𝑇⊂𝑀

∑
𝐹∈𝑇

((𝒃 ⋅ 𝒏𝑇𝐹 )(𝜋𝑘𝐹 𝒖− 𝜋𝑘
𝑇
𝒖),𝐾𝑀 (𝑮𝑘

𝒃𝑀,𝑀
(𝒗

ℎ
)))𝐹

+
∑
𝑇⊂𝑀

∑
𝐹∈𝑇

((𝒃𝑀 ⋅ 𝒏𝑇𝐹 )(𝜋𝑘𝑇 𝒖− 𝒖),𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
)))𝐹

)

≤ 𝐶ℎ
𝑘+1∕2
𝑀

|𝒖|𝑘+1,𝑀𝜏
1∕2
𝑀

‖‖‖𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒗
ℎ
))‖‖‖𝑀 .

In particular, 𝜏1∕2
𝑀

‖𝐾𝑀 (𝑮𝑘
𝒃𝑀,𝑀

(𝒖̃
ℎ
)‖𝑀 ≤ 𝐶ℎ

𝑘+1∕2
𝑀

|𝒖|𝑘+1,𝑀 . Using this with ℎ𝑀 ≲ ℎ𝑇 , the LPS stabilisation term can be bounded as

𝐴𝑆,ℎ(𝒖̃ℎ,𝒗ℎ) ≤𝐴𝑆,ℎ(𝒖̃ℎ, 𝒖̃ℎ)
1∕2𝐴𝑆,ℎ(𝒗ℎ,𝒗ℎ)

1∕2 ≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝒖|2
𝑘+1,𝑇

)1∕2
𝐴𝑆,ℎ(𝒗ℎ,𝒗ℎ)

1∕2. (4.22)

The normal jump stabilisation term 𝐴𝑁,ℎ can be controlled using the approximation property of 𝜋𝑘
𝑇

in (1.4) and the boundedness of 
𝜋𝑘
𝐹

as follows

𝐴𝑁,ℎ(𝒖̃ℎ,𝒗ℎ) =
∑
𝑇∈ℎ

∑
𝐹∈𝑇 ∫𝐹

((𝜋𝑘
𝐹
𝒖− 𝜋𝑘

𝑇
𝒖) ⋅ 𝒏𝑇𝐹 , (𝒗𝐹 − 𝒗𝑇 ) ⋅ 𝒏𝑇𝐹 )𝐹

=
∑
𝑇∈ℎ

∑
𝐹∈𝑇 ∫𝐹

(𝜋𝑘
𝐹
(𝒖− 𝜋𝑘

𝑇
𝒖) ⋅ 𝒏𝑇𝐹 , (𝒗𝐹 − 𝒗𝑇 ) ⋅ 𝒏𝑇𝐹 )𝐹

≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝒖|2
𝑘+1

)1∕2
𝐴𝑁,ℎ(𝒗ℎ,𝒗ℎ)

1∕2. (4.23)

The approximation property of 𝐾𝑀 gives ‖‖𝐾𝑀 (∇𝑝)‖‖𝑀 ≤ 𝐶ℎ𝑘
𝑀

‖𝑝‖𝑘+1,𝑀 . Using this and the boundedness of the operator 𝐾𝑀 along 
with the approximation properties of 𝜋𝑘

𝑇
, we get

𝐵𝐺,ℎ(𝑝̃ℎ, 𝑞ℎ) ≤ 𝐵𝐺,ℎ(𝑝̃ℎ, 𝑝̃ℎ)1∕2𝐵𝐺,ℎ(𝑞ℎ, 𝑞ℎ)1∕2

≤ (
𝜌
1∕2
𝑀

‖‖𝐾𝑀 (∇(𝑝− 𝑝̃ℎ))‖‖𝑀 + 𝜌
1∕2
𝑀

‖‖𝐾𝑀 (∇𝑝)‖‖𝑀 )
𝐵𝐺,ℎ(𝑞ℎ, 𝑞ℎ)1∕2

≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝑝|2
𝑘+1

)1∕2
𝐵𝐺,ℎ(𝑞ℎ, 𝑞ℎ)1∕2. (4.24)

Combining (4.22)–(4.24), the stabilisation term in (4.5) can be bounded as

𝐴st ((𝒖̃ℎ, 𝑝̃ℎ), (𝒗ℎ, 𝑞ℎ)) ≤ 𝐶

( ∑
𝑇∈ℎ

ℎ2𝑘+1
𝑇

|𝒖|2
𝑘+1 + ℎ2𝑘+1

𝑇
|𝑝|2

𝑘+1

)1∕2
𝐴st ((𝒗ℎ, 𝑞ℎ), (𝒗ℎ, 𝑞ℎ))

1∕2. (4.25)
215

Finally, combining (4.2), (4.10), (4.16)–(4.18) and (4.25), we obtain (4.1). □
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Fig. 1. (a) Triangular, (b) Cartesian and (c) hexagonal initial meshes.

Remark 4.2. The analysis performed in (4.18) shows that the normal jump stabilisation term 𝐴𝑁,ℎ(⋅, ⋅) is essential for error analysis. 
Comparing the analysis of this term with [1, pg-1332] shows that there is a presence of 𝜖 in the denominator. In our analysis, we 
have bypassed this by taking the normal jump stabilisation term.

Remark 4.3. Note that if ℎ = ℎ then the regularity assumption on the velocity and pressure spaces can be taken to be [𝐻𝑘+1(ℎ)]𝑑
and 𝐻𝑘+1(ℎ) respectively. Moreover, for ℎ = ℎ the pressure gradient stabilisation term 𝐵𝐺,ℎ(𝑝ℎ, 𝑞ℎ) = 0 since 𝐾𝑇 (∇𝑝ℎ) = 0.

5. Numerical results

In this section, we perform some numerical experiments for the HHO approximation of the Oseen problem (1.1) to validate 
the a priori results obtained in Theorem 4.1. The experiments are performed for the case ℎ = ℎ. Let the error be denoted by 
(𝒆𝒖
ℎ
, 𝑒𝑝
ℎ
) ∶= (𝑰𝑘

ℎ
𝒖 − 𝒖

ℎ
, 𝜋𝑘

ℎ
𝑝 − 𝑝ℎ). In the following numerical experiment, we compute the error w.r.t. the LPS norm |||||||||(𝒆𝒖ℎ, 𝑒𝑝ℎ)|||||||||LP as 

defined in (3.1). We compute the empirical rate of convergence using the formula

rate(𝓁) ∶= log
(|||||||||(𝒆𝒖ℎ𝓁 , 𝑒𝑝ℎ𝓁 )|||||||||LP∕|||(𝒆𝒖ℎ𝓁−1 , 𝑒𝑝ℎ𝓁−1 )|||LP)∕ log (ℎ𝓁∕ℎ𝓁−1) for 𝓁 = 1,2,3,… ,

where | | |(𝒆𝒖
ℎ𝓁
, 𝑒𝑝
ℎ𝓁
)| | |LP and | | |(𝒆𝒖

ℎ𝓁−1
, 𝑒𝑝
ℎ𝓁−1

)| | |LP are the errors associated to the two consecutive meshsizes ℎ𝓁 and ℎ𝓁−1, respectively. 
We adopted some of the basic implementation methodologies for the HHO methods from [25,20,43].

Example 5.1. Consider the Oseen problem (0.1) with the homogeneous Dirichlet boundary condition in the square domain Ω =
(0, 1)2. In this experiment, we consider the convection term 𝒃 = (1, 1) and the reaction term 𝜎 = 1. We take the force function to be 
𝒇 ∶= −𝜖Δ𝒖+ (𝒃 ⋅∇)𝒖+ 𝜎𝒖+∇𝑝, where the exact solution for velocity and pressure are given by

𝑢(𝑥, 𝑦) =
[
2𝑥2𝑦(2𝑦− 1)(𝑥− 1)2(𝑦− 1)
−2𝑥𝑦2(2𝑥− 1)(𝑥− 1)(𝑦− 1)2

]
,

𝑝(𝑥, 𝑦) = 2cos(𝑥) sin(𝑦) − 2 sin(1)(1 − cos(1)).

The numerical tests are performed on the triangular, Cartesian, and hexagonal mesh families; see Fig. 1 [43]. We consider the 
triangular and Cartesian mesh families of [44], and the hexagonal mesh family of [33]. In the left part of Fig. 2 ((a), (c) and (e)), 
we plot the error |||||||||(𝒆𝒖ℎ, 𝑒𝑝ℎ)|||||||||LP of Theorem 4.1 as a function of meshsize ℎ for polynomial degrees 𝑘 = 0, 1, 2, 3 with 𝜖 = 10−8. We 
observe that the convergence rates for the errors are approximately ℎ𝑘+1∕2 for 𝜖 = 10−8. In the right part of Fig. 2 ((b), (d) and (f)), 
we plot the error ‖(𝒆𝒖

ℎ
, 𝑒𝑝
ℎ
)‖supg in the supg norm of Theorem 4.1 as a function of meshsize ℎ for polynomial degrees 𝑘 = 0, 1, 2, 3

with 𝜖 = 10−8. The convergence histories show the same rate of convergence for both norms |||⋅|||LP and ‖ ⋅ ‖supg. This validates the 
theoretical results obtained in Theorem 4.1.

Example 5.2 (Boundary layer problem). Consider the test problem (0.1) for 𝜖 = 10−2 with 𝒃 = (1, 1) and 𝜎 = 1. Let the exact solution 
of velocity and pressure be given by

𝑢(𝑥, 𝑦) =
[
2𝑥2𝑦(𝑒𝜆(𝑥−1) − 1)2(𝑒𝜆(𝑦−1) − 1)2 + 2𝑥2𝑦2𝜆𝑒𝑧(𝑦−1)(𝑒𝑧(𝑥−1) − 1)2(𝑒𝜆(𝑦−1) − 1)
2𝑥𝑦2(𝑒𝜆(𝑥−1) − 1)2(𝑒𝜆(𝑦−1) − 1)2 + 2𝑥2𝑦2𝜆𝑒𝜆(𝑥−1)(𝑒𝜆(𝑥−1) − 1)(𝑒𝜆(𝑦−1) − 1)2

]
,

𝑝(𝑥, 𝑦) = 𝑒𝑥+𝑦 − (𝑒− 1)2,

where 𝜆 = 1
2
√
𝜖
.

With the above problem setups, we perform numerical tests on the triangular, Cartesian, and hexagonal mesh families as described 
216

in the previous Example 5.1. In the left part of Fig. 3 ((a), (c) and (e)), we plot the error |||||||||(𝒆𝒖ℎ, 𝑒𝑝ℎ)|||||||||LP as a function of meshsize ℎ for 



Computers and Mathematics with Applications 176 (2024) 202–220G. Mallik, R. Biswas and T. Gudi

Fig. 2. Convergence histories for the error (left part - (a), (c) and (e)) in |||⋅|||LP norm of Example 5.1 on the triangular, Cartesian, and hexagonal meshes for 𝜖 = 10−8
and in the supg norm (right part - (b), (d) and (f)) ‖ ⋅ ‖supg for 𝑘 = 0, 1, 2, 3.

polynomial degrees 𝑘 = 1, 2, 3 with 𝜖 = 10−2 on triangular, Cartesian, and hexagonal meshes. In the right part of Fig. 3 ((b), (d) and 
(f)), we plot the supg error |||||||||(𝒆𝒖ℎ, 𝑒𝑝ℎ)|||||||||supg as a function of meshsize ℎ for polynomial degrees 𝑘 = 1, 2, 3 with 𝜖 = 10−2 on triangular, 
217

Cartesian and hexagonal meshes. In both cases, the convergence rates are approximately ℎ𝑘+1∕2 for 𝜖 = 10−2.
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Fig. 3. Convergence histories for the error (left part - (a), (c) and (e)) in |||⋅|||LP norm of Example 5.2 on the triangular, Cartesian, and hexagonal meshes for 𝜖 = 10−2
and in the supg norm (right part - (b), (d) and (f)) ‖ ⋅ ‖supg for 𝑘 = 1, 2, 3.

6. Conclusions

In this article, we have considered a local projection stabilised Hybrid High-Order method for the Oseen problem. We have proved 
a strong stability result for our discrete formulation under the SUPG norm. The error analysis shows the optimal order of convergence 
(𝑘 +1∕2), assuming that velocity and pressure have regularity 𝐻𝑘+1 globally and 𝐻𝑘+2 locally. In the second example with very small 
218

𝜖, we obtain suboptimal convergence rates for both the HHO-LPS method and the HHO method discussed in [1]. It is our presumption 
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that the issue of the suboptimal convergence rate in Example 5.2 with very small 𝜖 can be resolved using an adaptive approach. This 
will be considered in future work.

7. Appendix

Note that the global divergence reconstruction operator 𝐷𝑘
ℎ

defined as 𝐷𝑘
ℎ
|𝑇 = 𝐷𝑘

𝑇
produces globally 𝐿2

0(Ω) function. This can 
be checked simply by taking 𝑝 = 1 on each cell 𝑇 ∈ ℎ and using the fact that 𝒗𝐹 = 0 on the boundary edges for a hybrid function 
𝒗
ℎ
= (𝒗

𝑇
, 𝒗

𝐹
) ∈𝑼𝑘

ℎ,0.∑
𝑇∈ℎ

(𝐷𝑘
𝑇
𝒗
𝑇
,1)𝑇 =

∑
𝑇∈ℎ

∑
𝐹∈𝑇

(𝒗𝐹 ⋅ 𝒏𝑇𝐹 ,1)𝐹 = 0.

Along with this, 𝐷𝑘
ℎ

is also a continuous linear surjective operator from 𝑼 𝑘
ℎ,0 to 𝑃𝑘

ℎ
. Moreover, we have the following lemma.

Lemma 7.1. There exists 𝛼 > 0 independent of the meshsize such that for all 𝑝ℎ ∈ 𝑃𝑘
ℎ

we have the following

sup
𝒗
ℎ
∈𝑼𝑘

0,ℎ

𝐵ℎ(𝒗ℎ, 𝑝ℎ)‖‖‖𝒗ℎ‖‖‖1,ℎ
≥ 𝛼 ‖‖𝑝ℎ‖‖ . (7.1)

Proof. It is well known that the velocity/pressure pair [𝐻1
0 (Ω)]

𝑑∕𝐿2
0(Ω) is stable and the continuous divergence operator is surjective. 

Therefore, for any 𝑝ℎ ∈ 𝑃𝑘
ℎ

one can have a unique 𝒗 ∈ 𝑽 such that ‖𝒗‖1 ≤ 𝐶 ‖‖𝑝ℎ‖‖ and div 𝒗 = −𝑝ℎ. Using this and the relation 
𝜋𝑘
𝑇
(div 𝒗) =𝐷𝑘

𝑇
(𝑰

ℎ
(𝒗)) we get

‖‖𝑝ℎ‖‖2Ω = (−div 𝒗, 𝑝ℎ)Ω =𝐵ℎ(𝑰𝑘ℎ(𝒗), 𝑝ℎ) (7.2)

Moreover, using the approximation properties of 𝜋𝑘
𝑇

and 𝜋𝑘
𝐹

we have

‖‖‖𝑰ℎ(𝒗)‖‖‖21,ℎ = ∑
𝑇∈ℎ

(‖‖‖∇𝑰𝑇 (𝒗)‖‖‖2𝑇 +
∑
𝐹∈𝑇 ∫𝐹

1
ℎ𝐹

(𝜋𝑘
𝐹
(𝒗) − 𝜋𝑘

𝑇
(𝒗))2

)

≤ 𝐶 ‖𝒗‖21 ≤ 𝐶 ‖‖𝑝ℎ‖‖2 . (7.3)

Using the relations (7.2) and (7.3) we arrive at (7.1) with 𝛼 = 1∕𝐶 . □

Since 𝑃𝑘
ℎ

is a reflexive space and the discrete divergence operator 𝐷ℎ is surjective, the converse of the Lemma A.42 in [40] says 
that for any 𝑝ℎ ∈ 𝑃𝑘

ℎ
there exists 𝒗

ℎ
∈𝑼𝑘

0,ℎ such that

𝐷𝑘
ℎ
(𝒗

ℎ
) = 𝑝ℎ and

‖‖‖𝒗ℎ‖‖‖21,ℎ ≤ 𝐶 ‖‖𝑝ℎ‖‖2 , C depends on Ω. (7.4)
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