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Abstract—A weakly constrained code is a collection of finite-
length strings over a finite alphabet in which certain substrings or
patterns occur according to some prescribed frequencies. Buzaglo
and Siegel (ITW 2017) gave a construction of weakly constrained
codes based on row-by-row coding, that achieved the capacity of
the weak constraint. In this paper, we propose a method to make
this row-by-row coding scheme resilient to errors.

I. INTRODUCTION

In several applications where coding is required, it is
necessary to prevent or restrict the frequency of occurrence of
specific patterns as substrings of codewords. One such applica-
tion area of much current interest is DNA-based data storage
systems [1], [2]. DNA has great potential as a data storage
medium because of its high density, physical compressibility,
and stability over extreme environmental conditions. A DNA
molecule is a polymer formed by a long chain of nucleotides.
There are four types of nucleotides in such a chain, which
means that DNA strands can be viewed a long sequences
over a 4-letter alphabet. Repetitions of the same nucleotide,
called the homopolymer run, significantly increase the chance
of synthesis and sequencing errors [3], [4]. Therefore, long
homopolymer runs should be avoided in the design of DNA
molecules for storage purposes. Other applications where it is
necessary to restrict the frequencies of occurrence of certain
patterns in codewords include the suppression of patterning
effect due to inter-symbol interference [5], [6], and multi-level
cell flash memory [7].

A constrained code is a set of finite-length sequences that
completely forbid certain unwanted patterns from appearing
as substrings. A more relaxed notion is that of a weakly
constrained code, which imposes restrictions on the frequen-
cies of occurrence of certain patterns as substrings, without
necessarily forbdding them completely. Weak constraints can
be more appealing for applications such as DNA-based data
storage, because strong constraints, which entirely prohibit the
occurrence of undesirable substrings, often incur a significant
rate penalty. There is a large body of literature on constrained
codes (see e.g., [8], [9], [10]), but weakly constrained codes
— also called semi-constrained codes — are relatively less
explored [11], [12], [13], [14].

There is an extensive literature on making constrained codes
error-resilient by combining them with error-correcting codes
— see [10, Chapter 9] for references. However, to the best

of our knowledge, there seems to be no prior work on doing
the same for weakly constrained codes. This paper attempts
to address this problem.

Specifically, we consider the weakly constrained coding
scheme proposed by Buzaglo and Siegel [14], which they have
shown achieves the capacity of the associated weak constraint.
In their coding scheme, messages are first encoded into a 2-
dimensional array W using row-by-row coding [15]. A weakly
constrained codeword w is then formed by concatenating the
columns of this array in some order. The order of concate-
nation of columns is not a priori fixed, but depends on the
messages being encoded. At the time of decoding, the decoder
must first reconstruct the array W from the codeword w. To
do this, it must infer from w itself the order in which the
columns of W were concatenated to form w. Errors affecting
w compromise the ability of the decoder to correctly determine
the order of concatenation of columns.

In this paper, we propose a modification to the coding
scheme of [14]. Our scheme uses row-by-row coding to
encode messages into arrays whose columns can always be
concatenated in a fixed order, while ensuring that the resulting
codeword w respects the weak constraint. This removes the
need for the decoder to infer the order of concatenation from
w, thus making the scheme more resilient to errors. Our
modified scheme also introduces less redundancy than the
original coding scheme of [14].

The remainder of this paper is structured as follows. We
provide the necessary definitions and notation in Section II.
This section also contains a brief description of the weakly
constrained coding scheme of [14]. We present our error-
resilient weakly constrained coding scheme in Section III.
Some of the details of the coding scheme and its analysis
are provided in the extended version of this paper [16]. We
make some concluding remarks in Section IV.

II. PRELIMINARIES

This section contains only the definitions and notations
required for our purposes. For details on how row-by-row
coding schemes yield capacity-achieving coding schemes for
weakly constrained systems, we refer the reader to the work
of Buzaglo and Siegel [14].

A row-by-row coding scheme is associated with an n-
integral Markov chain on a primitive subgraph of a de Bruijn
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graph. We introduce these notions below. For a positive integer
n, we set [n] := {1, 2, . . . , n}.

A. Markov Chains

Let G = (V,E, L) be a labelled directed graph, where V
and E denote the vertex and edge sets of G, respectively, and
L is the labelling function defined over the edges e ∈ E. For
an edge e ∈ E, we let σ(e) and τ(e) denote the initial and
terminal vertex, respectively, of the edge. A Markov chain P
on G is a probability mass function over the edge set of G,
P : E → [0, 1], such that

∑
e∈E P (e) = 1. This induces

a probability mass function, π, on the vertex set V : for all
u ∈ V ,

π(u) :=
∑

e∈E:σ(e)=u

P (e). (1)

A Markov chain is called stationary if for all u ∈ V ,

π(u) =
∑

e∈E:τ(e)=u

P (e).

Given a positive integer n, We call a stationary Markov chain
n-integral if, for all edges e ∈ E, the number P (e)n is an
integer.

B. de Bruijn Graphs

For integers k ≥ 1 and µ ≥ 2, the kth-order de Bruijn
graph Dk,µ is a labelled directed graph over an alphabet Σ of
size µ. Its vertex set Vk,µ is the set Σk. The edge set Ek,µ

is defined such that there exists a directed edge from vertex
u = (u1, u2, . . . , uk) to v = (v1, v2, . . . , vk) iff ui+1 = vi

for all i ∈ [k − 1]. An edge e from u to v gets the label
L(e) := vk. Thus, the edge e can be uniquely identified by
a (k + 1)-tuple e = (e1, e2, . . . , ek+1), where ei = ui for all
i ∈ [k] and ei+1 = vk. A first-order de Bruijn graph is shown
in Figure 1.

Figure 1: The de Bruijn graph D1,2.

A directed graph G is said to be primitive if it satisfies the
following property for all sufficiently large integers N : for any
ordered pair of vertices u and v in G, there is a path of length
N from u to v. As an example, the primitive subgraphs of D1,2

on the vertex set V1,2 = {0, 1} are precisely those obtained
from D1,2 by deleting at most one of the two self-loops.

C. Row-By-Row Constrained Coding

Let P be an n-integral stationary Markov chain on a
primitive subgraph, G = (V,E, L), of Dk,µ. We will assume
that P assigns positive probabilities to all the edges of G. Each
edge e of G can then be viewed as having P (e)n copies, which
we call the multiplicity of that edge. Listing out the vertices

of G in some arbitrary (but fixed) order v1, v2, . . . , v|V |, we
define nl := π(vl)n for all l ∈ [|V |], where π(·) is as defined
in (1). Note that nl is an integer for all l. We define a k × n
matrix Uπ as follows: each of the first n1 columns is equal
to the vertex v1, each of the next n2 columns is equal to the
vertex v2, and so on, ending in the last n|V | columns all being
equal to the vertex v|V |. Let S(G) denote the set of all finite-
length sequences over the alphabet Σ that can be obtained by
concatenating the labels of edges along (directed) paths in G.
In other words, S(G) consists of all possible words of the form
(L(e1), L(e2), . . . , L(et)), t = 1, 2, 3, . . ., where the sequence
of edges e1, e2, . . . , et forms a (directed) path in G.

For any K ≥ k+ 1, a (G,P, n)-array is a K × n array W
having the following properties:

(A1) each column of W is a sequence in S(G);
(A2) in any (k + 1) × n sub-array W# formed by k + 1

consecutive rows of W , each edge e of G occurs as a
column of W# exactly P (e)n times.

Note that these properties imply that in any k × n sub-array
W ‡ formed by k consecutive rows of W , each vertex vl of G
occurs as a column of W ‡ exactly nl times.

A row-by-row constrained coding scheme is a means of
encoding messages into a (G,P, n)-array.

D. Weakly Constrained Coding

For a positive integer N , a (G,P,N)-weakly constrained
coding scheme is a method of encoding messages into (and
subsequently decoding them from) length-N words w ∈ S(G)
with the property that each edge e in G occurs in w approxi-
mately P (e)N number of times.

Buzaglo and Siegel [14] proposed such a weakly con-
strained coding scheme using row-by-row coding. Their row-
by-row coding scheme is an encoding of a sequence of m
messages into a (G,P, n)-array W of size (k+ b log n+m+
NG)× n, having some additional properties:

(B1) the first k rows of W constitute the fixed matrix Uπ

defined above;
(B2) the first k+b log n rows of W (where b is some constant)

constitute a fixed matrix Ûπ with all distinct columns;
(B3) the next m rows below Ûπ encode the m messages, one

message per row;
(B4) the last NG rows (where NG is a constant that depends

only on the graph G) are chosen so that the columns of
W can be stitched together in some order, to form a long
word in S(G).

To satisfy Property (B3), the messages are first encoded
into codewords of a certain constant-composition code Crbr,
and each codeword is then inserted in a prescribed manner
into a row of the (G,P, n)-array W — see [14].

Property (B4) requires further explanation. For two words
w1 = (w1

1, w
2
1, . . . , w

ℓ1
1 ) and w2 = (w1

2, w
2
2, . . . , w

ℓ2
2 ) over Σ,

of lengths ℓ1, ℓ2 ≥ k, we say that w1 is extendable by w2 if
the last k entries of w1 are equal to the first k entries of w2.
The result of extending w1 by w2 is word of length ℓ1+ℓ2−k:

w1||w2 := (w1
1, w

2
1, . . . , w

ℓ1
1 , wk+1

2 , wk+2
2 , . . . , wℓ2

2 ) (2)
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It can be readily verified that if two words w1, w2 ∈ S(G)
are such that w1 is extendable by w2, then w1||w2 ∈ S(G).
Moreover, if an edge e ∈ E occurs as a substring t1 times in
w1 and t2 times in w2, then it occurs as a substring t1 + t2
times in w1||w2.

Now, let W1,W2, . . . ,Wn be the n columns of an M × n
(G,P, n)-array W , listed in order from left to right. Suppose
that there exists a permutation ρ : [n] → [n], such that for all
j ∈ [n− 1],Wρ(j) is extendable by Wρ(j+1). Then,

w = Wρ(1)||Wρ(2)|| · · · ||Wρ(n).

is a word of length N = nM − (n− 1)k belonging to S(G),
in which each edge e of G occurs exactly P (e)n(M − k) =
P (e)(N − k) times.

Lemma 2 in [14] says that if for all e ∈ E, we have P (e)n ≥
|V |, then it is always possible to find some NG rows to satisfy
Property (B4). More precisely, the addition of these NG rows
yields a permutation ρ : [n] → [n] such that the n columns
of the resulting array W can be stitched together as in (2) to
form a word of length N = (b log n+m+NG)n+k in which
every pattern e ∈ E occurs exactly P (e)(N − k) times. We
summarize this in the form of a proposition.

Proposition 1 (Corollary 1 in [14]). If for all e ∈ E,P (e)n ≥
|V | holds, then there exists a constant b that depends only
on G and the Markov chain P , such that one can encode m
messages from Crbr into a length N = (b log n+m+NG)n+k
codeword w ∈ S(G), in which every pattern e ∈ E occurs
exactly P (e)(N − k) times.

This method of encoding m messages into a length-N
codeword w ∈ S(G) as above constitutes the encoder of a
weakly constrained coding scheme.

Example 1. Let G be the subgraph of D1,2 shown in the figure
below. Consider the n-integral stationary Markov chain on G

given by P (00) = 0.5, P (01) = P (10) = 0.25, and n = 8.
For this graph and Markov chain, we give a 9 × 8 array W
that encodes m = 2 messages using the row-by-row coding
scheme of Buzaglo and Siegel [14]:

0 0 0 0 0 0 1 1
0 0 0 0 1 1 0 0
0 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0
0 1 0 1 0 0 0 0
1 0 0 0 0 1 0 0
0 0 0 0 0 0 1 1
0 0 1 1 0 0 0 0
1 0 0 0 0 1 0 0

The first five rows of W constitute Ûπ (of which the first row
is Uπ), followed by two rows representing messages, and the

final NG = 2 rows needed to stitch together the columns. The
columns can be stitched together in the order shown below to
form a length-65 codeword w ∈ S(G):

w = W1||W7||W2||W3||W4||W5||W6||W8.

The codeword w is of length N = 65, in which the pattern 00
occurs exactly P (00)(N −k) = 32 times, and the patterns 01
and 10 each appear exactly P (01)(N−k) = P (10)(N−k) =
16) = 32 times.

Decoding requires recreating the m rows of the array W
that constitute the payload, i.e., the rows of W that contain
the messages. To do this, the decoder needs to know the order
in which the columns of W are stitched together to form the
codeword w. It is able to infer this from the matrix Ûπ , which
is static and known to both encoder and decoder. The distinct
columns of Ûπ act as unique identifiers for the columns of W .
But this feature has the drawback that errors affecting the rows
of Ûπ can potentially result in incorrect payload extraction
by the decoder — see Example 4 in Appendix B, in [16].
On the other hand, any error in the NG rows added after the
payload leads to an incorrect reconstruction of the W matrix,
but it does not affect the payload extraction. Therefore, if there
is a way to avoid or correct the errors in the rows of Ûπ ,
we can successfully extract the payload rows. Errors directly
affecting the payload rows can be corrected using known error-
correction techniques for constant-composition codes.

III. ERROR-RESILIENT WEAKLY CONSTRAINED CODING

In this section, we propose a method to keep the order
of concatenation of columns of W constant, i.e., independent
of the payload. In this way, we do not need the mechanism
used in [14] of adding extra rows to create unique identifiers
for the columns of W . This approach makes the construction
of weakly constrained codes via row-by-row coding error-
resilient. The number of redundant rows added by the method
of [14] is NG + O(log n), while our method adds only a
fixed number of rows after the payload, independent of n.
Our proposed method also removes the additional condition of
P (e)n ≥ |V | required by the scheme in [14]. However, at this
stage, our results are applicable only to primitive subgraphs
G of the first-order de Bruijn graph D1,2.

A. Our Main Results

Let G be a primitive subgraph of D1,2, with vertex set
{0, 1}. Thus, G is a graph obtained by removing at most one
of the two self-loops in D1,2. In particular, the edges 01 and
10 remain in G. Consider an n-integral stationary Markov
chain on P that assigns positive probability to all edges in G.
Additionally, if e is a self-loop of D1,2 that is not in G, we set
P (e) = 0. Stationarity of P and primitivity of G imply that
0 < P (01) = P (10) < 0.5, and max

(
P (00), P (11)

)
> 0.

As in the scheme of [14], we encode m messages into a
(G,P, n)-array W using row-by-row coding. The first row of
the array is the 1 × n matrix Uπ which, as per its structure
detailed in Section II-C, has vertex v1 := 0 appearing n1 times
as a block, followed by vertex v2 := 1 appearing n2 times.
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Figure 2: A (G,P, n)-array of size (1+m+Z)×n, with first
row Uπ , m rows of payload, and last row σleft(Uπ).

The next m rows of W constitute the payload of m messages
encoded using the code Crbr, as described in Appendix A in
[16]. At this stage, the (m+ 1)-th row of W has the n1 and
n2 copies of the vertices v1 and v2, respectively, arranged in
an arbitrary order. Our goal is to transition from this arbitrary
arrangement of vertices to a “target” row at the bottom of W
having a pre-determined arrangement of vertices, by adding
only a fixed number of intermediate rows (see Figure 2). The
number, Z, of rows to be added (including the target row)
solely depends on the parameters of the Markov chain. The
arrangement of vertices we would like in the target row is
σleft(Uπ), which is simply Uπ cyclically shifted to the left by
one position. With this as the bottom row of the array W , we
can stitch together the columns consecutively in the order of
their appearance in the array to form a codeword in S(G) of
length N = (m+Z)n+1, in which each edge e of G appears
exactly P (e)(N−1) times. Our main results are the following
theorem and its corollary.

Theorem 1. With G and P as above, let p =
max

(
P (00), P (11)

)
and q = min

(
P (00), P (11)

)
. Let r

be any n-tuple consisting of n1 occurrences of v1 and n2

occurrences of v2 in some arbitrary order. We can construct
a (G,P, n)-array with Z + 1 rows in which the first row is r
and the last row is σleft(Uπ), where

Z = max
(
2
(
2 +

⌈P (10)+q−p
p

⌉)
, 2
(
1 +

⌈
q

2P (01)

⌉))
.

We remark that the statement of the theorem will hold for
any choice of the last row that has n1 occurrences of v1 and
n2 occurrences of v2.

Corollary 1. Given an n-integral stationary Markov chain P
on a primitive subgraph, G, of D1,2, there exists a constant Z
that depends only on P , such that one can injectively encode
m messages from Crbr into a length N = (m + Z)n + 1
codeword w ∈ S(G), in which every pattern e ∈ E occurs
exactly P (e)(N − 1) times.

Since the corollary is a direct consequence of the discussion
prior to the statement of Theorem 1, we will devote the
remainder of this section to a proof of the theorem. Lever-
aging the symmetry of the graph D1,2, we may assume that

P (00) ≥ P (11). Due to space constraints, we provide only a
sketch of the proof here, leaving the details to Appendix C in
[16].

B. Proof Sketch for Theorem 1

Our problem is one of transitioning from a top row r =
(rj)j∈[n] to a bottom row σleft(Uπ) =: s = (sj)j∈[n] in a fixed
number of steps. If rj = vl and sj = vl′ for some j ∈ [n] and
l, l′ ∈ {1, 2}, then the transition from rj to sj must be made
via a path from vl to v′l in G. We call such a transition a vl–vl′
flow (see Figure 2), and the number of vl–vl′ flows needed to
transition from r to s is denoted by Mvlvl′ . Since M10+M11

is the number of flows starting from a vertex 1 (i.e., v2) in
r, we must have M10 + M11 = n2, which is the number
of occurrences of v2 in r. Similarly, considering that flows
must terminate in vertices in s, we have M01 + M11 = n2.
So, we have M01 = M10 = n2 − M11. Also, the equality
M00+M01 = n1 yields M00 = n1−n2+M11. Thus, setting
M11 = M , we can express all the other M∗∗ in terms of
M . This means that we can parametrize our problem by the
number M .

We divide our problem into two cases: M ≥ P (11)n and
M < P (11)n. For the case M ≥ P (11)n, our problem can be
solved by adding a single intermediate row, when M satisfies
a further lower bound (see Eq. (3)). Otherwise, when M does
not meet the lower bound in (3), we propose a technique called
“1–1 boosting” to raise the number of 1–1 flows to a value
M ′ > M . We use this technique repeatedly till we achieve the
lower bound. When M < P (11)n, we perform 1–1 boosting
repeatedly to raise the number of 1–1 flows to a value M ′ ≥
P (11)n, so that we are back to the previous case.

Before proceeding further, we introduce some convenient
notation. Let n∗ := P (11)n denote the multiplicity of the
11 edge. The multiplicities of the other edges in G can be
expressed in terms of n∗ as follows: P (01)n = P (10)n =
n2 − n∗ and P (00)n = n1 − (n2 − n∗).

Case 1: M ≥ n∗. The basic idea here is a two-step
transition that attempts to go from r to s in two steps, i.e.,
via one intermediate row. Recall that when the number of
1–1 flows is M , the numbers of 0–0, 0–1 and 1–0 flows are
n1−n2+M , n2−M and n2−M , respectively. (In particular,
this means that M ≥ n2 − n1 must hold, as the number of
0–0 flows cannot be negative.)

1) Two-step transition: The two-step transition method is
summarized in Table I. For each type of flow, Table I gives
two paths of length 2 that can realize that flow, along with the
number of times that each of these paths must be used. Thus,
for example, to realize the n1 − (n2 − M) instances of the
0–0 flow that occur in the transition from r to s, we must use
Path 1 (0 → 0 → 0) exactly n1 − 2n2 +M + n∗ times, and
Path 2 (0 → 1 → 0) exactly n2−n∗ times. The middle vertices
of these paths are the vertices that fill up the intermediate row
of the two-step transition. This results in a 3×n array W ′ with
first row r, last row s, and an intermediate row constructed
via Paths 1 and 2 of the flows, provided that the expressions
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Flow # occurrences of the flow Path 1 # times Path 1 is used Path 2 # times Path 2 is used
0–0 n1 − (n2 −M) 0 → 0 → 0 n1 − 2n2 +M + n∗ 0 → 1 → 0 n2 − n∗

1–0 n2 −M 1 → 0 → 0 n2 −M 1 → 1 → 0 Zero
0–1 n2 −M 0 → 0 → 1 n2 −M 0 → 1 → 1 Zero
1–1 M 1 → 1 → 1 n∗ 1 → 0 → 1 M − n∗

Table I: Two-step transition

for the usage numbers for each path are all non-negative and
do not exceed the multiplicities of the edges that are in that
path. In particular, we must have n1 − 2n2 + M + n∗ ≥ 0
and n2 −M ≤ P (00)n. Both conditions reduce to the lower
bound

M ≥ P (11)n+ P (10)n− P (00)n, (3)

which gives a sufficient condition for the two-step transition
method to work. When this condition is met, the path usage
numbers given in Table I ensure that the resulting 3×N array
W ′ is a valid (G,P, n)-array.

2) 1–1 boosting: In problem instances where M does not
meet the lower bound in (3), we implement a method of
increasing M by augmenting the overall number of steps
required for the r-to-s transition. We call this process of
raising the number (M ) of 1–1 flows as “1–1 boosting”. This
technique involves creating an intermediate transition problem
by introducing a new row, r′, below the top row r and another
new row, s′, above the target bottom row s. We refer to adding
one row below r as the “launch step” and one above s as the
“landing step”.

Our 1–1 boosting technique is described by the three steps
below. An example illustrating this procedure is provided in
Appendix C-A in [16].

Step 1: Start by filling the entries in r′ and s′ corresponding
to the 1–1 flows in the r-to-s transition. Use the 11 edge n∗

times in the launch step and in the landing step; and use the
10 edge (resp. 01 edge) in the launch step (resp. landing step)
M − n∗ times.

Step 2: Next, fill the entries in r′ and s′ corresponding to
the 0–0 flows. Use the 01 edge P (01)n times in the launch
step, and use the 10 edge in the landing step for the columns
in which the 01 edge is used in the launch step.

Step 3: Fill the remaining vacant columns in the launch and
landing steps, exhausting all the remaining available edges at
both steps.

Let M ′ be the number of times the 1–1 flow occurs in the
intermediate r′-to-s′ transition problem. A small calculation
shows that

M ′ = M + P (00)n. (4)

Thus, if the 1–1 boosting method is iteratively used t times,
then at the end of the t iterations, the number of times the 1–1
flow occurs in the intermediate transition problem is M ′ =
M + tP (00)n. We will use this in Appendix C-C in [16],
where we compute the overall number of steps it takes to
solve the r-to-s transition problem.

Case 2: M < n∗. We defer this case to Appendices C-B
and C-C in [16].

Example 2. For the graph and the Markov chain from
Example 1, we give a 7 × 8 array W that encodes m = 2
messages using our row-by-row coding scheme.

0 0 0 0 0 0 1 1
1 0 0 1 0 0 0 0
0 0 0 0 0 0 1 1
0 0 1 0 1 0 0 0
0 0 0 0 0 1 1 0
0 0 0 1 1 0 0 0
0 0 0 0 0 1 1 0

The first row of the array is Uπ , followed by m = 2 rows
corresponding to the payload, and Z = 4 additional rows
added to execute the transition from the third row, r, to the
target row s = σleft(Uπ). Note that, the target row s is actually
reached in two steps from r, but the decoder expects a fixed
number (Z = 4) of additional rows as per the coding scheme
summarized in Theorem 1. So, we take two more steps to
transition from s to itself. This transition is accomplished by
the two-step method described in Section III-B1.

The columns of W can be concatenated in the order of their
appearance, i.e.,

w = W1||W2||W3||W4||W5||W6||W7||W8.

The resulting w is a codeword in S(G) of length N = (Z +
m)n + 1 = 49 that does not have 11 as a substring, but in
which 00, 01 and 10 appear as a substring exactly 24, 12 and
12 times, respectively.

IV. CONCLUDING REMARKS

In this paper, we proposed a modification of the weakly
constrained coding scheme of Buzaglo and Siegel [3]. We
argued that our modified coding scheme is more error-resilient,
and also introduces less redundancy, than the original scheme.
However, our scheme can only be applied to weak constraints
defined by Markov chains on primitive subgraphs of the first-
order de Bruijn graph D1,2. Work is in progress on extending
our techniques so as to be applicable to weak constraints
defined on higher-order de Bruijn graphs.
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