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Abstract 

Agriculture is the most crucial sector of the Indian economy. Lately, there has been a surge in the usage of technologies like deep 
learning and computer vision to make the process of agriculture modern and consequently, lessening the mistakes related to 
conventional processes. This work delivers a user-friendly, accessible, and novel approach for the detection, counting, and 
grading of tomatoes found on a farm. An Augmented Reality (AR) based mobile application is developed to obtain the images 
efficiently from a tomato farm in the pre-harvest stage subjected to open situations. The proposed approach uses Faster RCNN, a 
convolutional neural network model for detection of tomatoes from the input image on a large scale. The proposed model is 
trained and tested using 2083 images. The results are then analyzed for the overall performance of detection, segmentation, and 
classification of tomatoes. The results have examined the efficiency of the proposed mobile application and demonstrate the 
robustness it exhibits for the detection, grading and yield prediction of Tomatoes. 
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1. Introduction 

India stands as one of the globe's most expansive and diverse nations, home to a populace exceeding 1.3 billion 
individuals and an expansive landmass spanning 3.28 million square kilometres. The Indian economy mirrors this 
vastness, portraying itself as one of the world's most swiftly advancing and dynamic forces, culminating in an 
impressive GDP of ₹ 198.01 lakh crore for the fiscal year 2020-21 according to [1]. Despite the country's rapid 
modernization and urbanisation, it retains its roots as an agrarian society, with agriculture serving as the very 
bedrock of its economic and social fabric. Agriculture extends far beyond a mere livelihood; it is a cornerstone that 
not only sustains the rural populace by providing income and employment but also bolsters the nation's food 
security, contributes to the procurement of raw materials, and augments foreign exchange reserves. Indeed, the 
agricultural sector's significance is manifested in its contribution, constituting a substantial 20.3% of the Gross Value 
Added (GVA) during the 2020-21 fiscal year as published in [2].  
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In the agricultural tapestry of India, one crop that commands particular attention is the tomato. This humble fruit 
plays a pivotal role, serving as a major crop grown and consumed across the nation. The global assessment of tomato 
production in 2020 reported an astounding 186 million metric tons, positioning India as the world's second-largest 
producer, second only to China, as compiled in [3]. India's tomato output contributes a significant 12% to the global 
production landscape. Tomatoes hold a special place in India's agricultural narrative, with annual harvests exceeding 
20 million metric tons. Notably, the states of Andhra Pradesh, Madhya Pradesh, and Karnataka collectively 
spearhead tomato production, accounting for a over 33% of the indigenous yield[4]. 

Intriguingly, a significant proportion of Indian farmers function as autonomous cultivators and approximately 
30% of them opt to transact their produce through pre-harvest contractors for some crops like mangoes as reported in 
[5]. Regrettably, owing to limited access to technological resources and expert guidance, several farmers may find 
themselves compelled to accept less-than-optimal pricing terms, precipitating substantial profit diminishment. In this 
context, yield estimation assumes an extraordinary significance, offering farmers a tool to secure equitable 
remuneration for their agricultural endeavours. 

Current methods of yield estimation are largely manual and are prone to various human errors and biases. This 
issue can be alleviated by the use of various computer algorithms and imaging techniques. Previous attempts at 
solving this problem involve using techniques like LIDAR systems[6], which are not practically feasible even though 
accurate. 

Several deep learning models have gained popularity over the years, especially in the realm of object detection 
like YOLO and RCNN; they have not reached the farmers but rather remain in publications. In this world, 
smartphones are omnipresent, even among farmers. This study proposes an artificial intelligence-based mobile 
application for the detection, grading and yield prediction of tomato crops. The developed mobile application uses 
AR to capture images of the tomato farmland efficiently. Images captured on the smartphone are uploaded to the 
cloud for processing. Once the tomatoes have been identified in the source image, they are then subjected to 
classification by two neural network classifiers built on a residual neural network (ResNet-50) where they are 
classified as either “ripe”, “unripe” or “half-ripe” in terms of their maturity level and “good” or “bad” based on their 
apparent quality. The number of such tomatoes detected and classified, along with the information on the particular 
variety of the cultivated tomatoes aid in the calculation of an estimated yield in terms of expected kilograms. So the 
proposed mobile application could be easily used by any farmer for yield prediction before harvest. 

The rest of the paper is organised as follows, section 2 sheds light on related literature, section 3 discusses the 
methodology used, section 4 talks through the implementation details of the proposed methodology, results are 
detailed in section 5 and section 6 concludes the work. 

 

2. Literature survey 

Conventional machine vision methods for fruit apprehension are based on texture features, shape, pixel features, or 
integrated approaches. [7-12] applied shape and colour characteristics to detect fruit pixels in pictures of tomato, 
pomegranate, citrus grape, apples, inexperienced almonds, and peach fruits on plants respectively. [13-15] used 
texture-related features to identify fruit regions in images of pineapple plants. Moreover, [16] used integrated 
approaches that mix each pixel feature and shape characteristics to give higher performance as compared to a single 
feature-based classification.  

Image processing methods for fruit detection are based on features like colour, geometry, and texture options. 
[17] made use of the above features in addition to multi-class SVMs for the detection process of identifying citrus 
fruits. Image classification algorithms often utilise the previously stated features to make hand-built features encode 
visual features that distinguish fruit from non-fruit regions. [18] analysed nighttime acquired image collections to 
detect apples. Colour-based segmentation using RGB and YCbCr colour space was employed in the image 
segmentation process. [19] used the Hue value and saturation within the HSV colour space to recognize red and 
green apples. [20] used HIS/RGB colour space to identify each green and red apple on a tree. Threshold values of 
red–blue and green–red were used to develop a model to classify the fruits. Citrus fruits were identified by 
thresholding of RGB to HSV-transformed images. A Watershed algorithmic program was adopted to count the 
fruits. These works employ hand-built options to encrypt fruit and non-fruit regions. Supervised learning techniques 
for fruit detection embody soft computing strategies corresponding to ANN and SVM. 



 Balaji Prabhu B V  et al. / Procedia Computer Science 235 (2024) 2693–2702 2695
2 Balaji Prabhu B V et. al./ Procedia Computer Science 00 (2019) 000–000 

In the agricultural tapestry of India, one crop that commands particular attention is the tomato. This humble fruit 
plays a pivotal role, serving as a major crop grown and consumed across the nation. The global assessment of tomato 
production in 2020 reported an astounding 186 million metric tons, positioning India as the world's second-largest 
producer, second only to China, as compiled in [3]. India's tomato output contributes a significant 12% to the global 
production landscape. Tomatoes hold a special place in India's agricultural narrative, with annual harvests exceeding 
20 million metric tons. Notably, the states of Andhra Pradesh, Madhya Pradesh, and Karnataka collectively 
spearhead tomato production, accounting for a over 33% of the indigenous yield[4]. 

Intriguingly, a significant proportion of Indian farmers function as autonomous cultivators and approximately 
30% of them opt to transact their produce through pre-harvest contractors for some crops like mangoes as reported in 
[5]. Regrettably, owing to limited access to technological resources and expert guidance, several farmers may find 
themselves compelled to accept less-than-optimal pricing terms, precipitating substantial profit diminishment. In this 
context, yield estimation assumes an extraordinary significance, offering farmers a tool to secure equitable 
remuneration for their agricultural endeavours. 

Current methods of yield estimation are largely manual and are prone to various human errors and biases. This 
issue can be alleviated by the use of various computer algorithms and imaging techniques. Previous attempts at 
solving this problem involve using techniques like LIDAR systems[6], which are not practically feasible even though 
accurate. 

Several deep learning models have gained popularity over the years, especially in the realm of object detection 
like YOLO and RCNN; they have not reached the farmers but rather remain in publications. In this world, 
smartphones are omnipresent, even among farmers. This study proposes an artificial intelligence-based mobile 
application for the detection, grading and yield prediction of tomato crops. The developed mobile application uses 
AR to capture images of the tomato farmland efficiently. Images captured on the smartphone are uploaded to the 
cloud for processing. Once the tomatoes have been identified in the source image, they are then subjected to 
classification by two neural network classifiers built on a residual neural network (ResNet-50) where they are 
classified as either “ripe”, “unripe” or “half-ripe” in terms of their maturity level and “good” or “bad” based on their 
apparent quality. The number of such tomatoes detected and classified, along with the information on the particular 
variety of the cultivated tomatoes aid in the calculation of an estimated yield in terms of expected kilograms. So the 
proposed mobile application could be easily used by any farmer for yield prediction before harvest. 

The rest of the paper is organised as follows, section 2 sheds light on related literature, section 3 discusses the 
methodology used, section 4 talks through the implementation details of the proposed methodology, results are 
detailed in section 5 and section 6 concludes the work. 

 

2. Literature survey 

Conventional machine vision methods for fruit apprehension are based on texture features, shape, pixel features, or 
integrated approaches. [7-12] applied shape and colour characteristics to detect fruit pixels in pictures of tomato, 
pomegranate, citrus grape, apples, inexperienced almonds, and peach fruits on plants respectively. [13-15] used 
texture-related features to identify fruit regions in images of pineapple plants. Moreover, [16] used integrated 
approaches that mix each pixel feature and shape characteristics to give higher performance as compared to a single 
feature-based classification.  

Image processing methods for fruit detection are based on features like colour, geometry, and texture options. 
[17] made use of the above features in addition to multi-class SVMs for the detection process of identifying citrus 
fruits. Image classification algorithms often utilise the previously stated features to make hand-built features encode 
visual features that distinguish fruit from non-fruit regions. [18] analysed nighttime acquired image collections to 
detect apples. Colour-based segmentation using RGB and YCbCr colour space was employed in the image 
segmentation process. [19] used the Hue value and saturation within the HSV colour space to recognize red and 
green apples. [20] used HIS/RGB colour space to identify each green and red apple on a tree. Threshold values of 
red–blue and green–red were used to develop a model to classify the fruits. Citrus fruits were identified by 
thresholding of RGB to HSV-transformed images. A Watershed algorithmic program was adopted to count the 
fruits. These works employ hand-built options to encrypt fruit and non-fruit regions. Supervised learning techniques 
for fruit detection embody soft computing strategies corresponding to ANN and SVM. 

 / Procedia Computer Science 00 (2019) 000–000  3 

In recent years, there has been respectable analysis interest in the application of deep CNNs for fruit detection. 
Deep learning-based vision systems determine objects by identifying their distinctive features in contrast to the 
hand-crafted features in ancient image process strategies.[21] used object detection-based framework for mango 
counting. Deep learning methods corresponding to Semantic segmentation and Object detection are applied in 
mango detection. The object detection-based systems comprise 2 steps. Within the initial stages, regional proposals 
are carried out. Region proposal includes the classification of regions in the image that have a high likelihood of 
containing objects. Within the second step, the proposed regions are input to an R-CNN to predict objects within the 
region. Positive foreseen object regions are resized to surround solely the objects. The region proposal step is 
achieved through non-learning algorithms corresponding to selective search and edge boxes. These non-learning 
algorithms propose regions by measuring the number of superpixels and edges respectively. Therefore, these non-
learning algorithms would propose moot regions on our image dataset as every image contains several stones, 
leaves, and trees aside from mangoes, leading to false positives. Besides, RCNNs are intensive in working and the 
time required for detection depends on the number of objects resulting in longer runtimes for pictures with an 
additional number of mangoes. [22] presents a promising approach to classifying and grading the quality of fruits 
and vegetables through the application of image processing and deep learning techniques. Nevertheless, it is 
essential to recognize certain limitations within the study that may impact its broader applicability and effectiveness. 
One notable limitation pertains to the utilisation of MobileNet, a lightweight and efficient convolutional neural 
network architecture, for feature extraction and classification. While MobileNet offers computational advantages, it 
may struggle to capture intricate and nuanced features inherent to certain fruits and vegetables, such as subtle texture 
variations, intricate shapes, or complex colour patterns. To enhance the model's performance, consideration should 
be given to the potential adoption of more advanced or customised neural network architectures tailored to the 
specific complexities of the product being evaluated. Another limitation to acknowledge is the paper's primary focus 
on appearance as the key parameter for the quality assessment of fruits and vegetables. While visual attributes are 
undoubtedly crucial, it is vital to acknowledge that quality assessment encompasses multifaceted dimensions. 
Factors like freshness and ripeness, among others, contribute significantly to the overall quality of produce. These 
attributes may not be readily discernible through image processing or deep learning techniques alone, suggesting the 
potential need for supplementary sensors or innovative methods to comprehensively evaluate produce quality. [23] 
presents the novel BCo-YOLOv5 model, which employs bidirectional cross-attention to enhance fruit target 
detection in orchards. However, it's important to acknowledge a couple of limitations. Firstly, YOLOv5's single-
stage framework, although efficient, may exhibit reduced accuracy, particularly in complex scenes. Furthermore, the 
model's generalisation and robustness have yet to be assessed across various fruit types and environmental 
conditions.  

This paper introduces a distinctive and efficient approach, underscoring the necessity of addressing these 
limitations to broaden its applicability. There have not been many mobile-based solutions for yield estimation of 
crops that provide rewarding results. With the use of an Augmented Reality mobile application, any user will be able 
to capture images of the tomato field seamlessly. Faster RCNN used in this paper provides better, faster and more 
fruitful results compared to other Machine Learning (ML) models. The training of the various models in this work 
was constrained by compute resources since it was carried out in Google colab, and hence Faster RCNN also proved 
to be a sensible choice while considering performance-resource requirements tradeoff. 
 

3. Methodology 

3.1. Dataset acquisition  

The models trained in this research project were trained using 3 distinct datasets. The first dataset was used to 
train the object detection model and consists of 2083 RGB images, which is a combination of the Kaggle tomato 
dataset and a custom dataset consisting of images of a tomato farm taken by a UAV. The second dataset was used to 
train a classifier model responsible for classifying tomatoes based on maturity. This dataset consists of 1147 images 
with the class-wise breakdown being 455 ripe tomatoes, 296 half-ripe tomatoes and 396 unripe tomatoes. The third 
dataset was used to train the classifier model responsible for classifying tomatoes based on quality. It consists of 936 
images, where 465 images are good-quality tomatoes and 471 images are of bad quality. Sample images are shown 
in Figure 1. 
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Fig. 1. Image of a tomato datset. 

3.2. Data preparation 

Every image in the dataset was resized to a fixed size of 224 x 224 pixels. Tomatoes in every image were 
annotated using Microsoft VoTT and these were stored in an XML file. Variations were created for each of these 
images using image augmentation and were segregated into separate folders based on the quality and maturity of the 
training. 

3.3. System architecture 

 The system architecture consists of the following 3 phases: Capturing and uploading images, Processing images 
on the cloud server and presentation of the results as shown in Figure 2. 

 
Fig. 2. Proposed System Architecture for Tomato yield and grade prediction. 

To help the user capture and upload images, a mobile application was built. This application uses Markerless AR 
along with the mobile phone’s camera to aid the user in capturing images with minimal overlap. Once the user has 
captured all the required images, they can upload them to the cloud server for further processing. 

In the cloud server, the incoming images are sent as inputs to a trained Faster RCNN model to detect and identify 
the positions of various tomatoes in the image. Using these positions, the images of individual tomatoes are obtained 
which are passed to RESNET-50 networks. Two Resnet-50 classifier architectures are implemented; one of the 
classifiers classifies the input image of a tomato as either ripe, unripe, or half-ripe, while the other classifies it as 
good or bad quality. This data is then used to calculate the number of tomatoes that are ready to be harvested, and 
subsequently, the net yield of the tomatoes from all the images. The results are then sent back from the server to the 
mobile application and displayed to the user. 

 Faster RCNN is the modified version of Fast RCNN. The major difference between them is that Fast RCNN uses 
selective search for generating Regions of Interest, while Faster RCNN uses a Region Proposal Network (RPN). 
RPN takes image feature maps as input and generates a set of object proposals, each with an objectness score (how 
well the detector identifies the locations and classes of objects) as output. In this study, for feature extraction in 
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Faster RCNN, ResNet50 was used to build the two classifiers that classified the detected tomatoes as either “ripe”, 
“unripe” or “half-ripe” in terms of their maturity level and “good” or “bad” based on their quality. 

  

3.4. ARIA 

ARIA is an augmented reality mobile application developed to be a companion to the proposed system 
architecture. It uses the Markerless Augmented Reality technology using the Unity framework. Markerless 
Augmented Reality is a technique of overlaying virtual 3D objects onto a scene and keeping it fixed at a point in 
space. Markerless AR merges digital data with inputs from the real world and real-time inputs registered to a 
physical space. Markerless AR detects objects or characteristic points of a scene without any prior knowledge of the 
environment, such as walls. It scans the environment and creates maps of where to place virtual 3D objects. Even if 
the objects are not in the user’s field of vision, they remain fixed when the user moves and thus, the user doesn’t 
have to rescan the image. The work carried out through this paper used the ARKit package provided by Google.  

This work uses, Markerless AR is used to aid users in capturing multiple photos with minimal overlap between 
them. When the user captures a photo, markerless AR is used to place two 3D poles such that the distance between 
them is the same as the camera’s field of vision. Hence, to the user, it appears as if the two poles are placed on either 
side of their phone’s screen. They can then use these poles to ensure that their next photo does not contain any part 
that was already present in the two poles, thus reducing overlapping content between successive photos.  

4. Implementation 

The use of smartphones has been steadily increasing in recent years. Creating a mobile application that 
calculates yield estimation of the crops will bring advanced technology to the tip of farmers' fingers, therefore, 
easing their daily lives. A phone application built using Augmented Reality allows efficient capture of images as the 
user would be able to avoid overlapping and redundancy of the pictures they take. The user captures images of the 
tomato field/region using the AR camera application feature of the mobile application. Initially, the AR camera 
determines the position and orientation of “ground” in the scene. Once initialised, an indicator is spawned in 
Augmented Reality that remains stationary with respect to the mobile phone but moves in a vertical axis in 
Augmented Reality based on the rotation of the mobile phone’s camera. This marker helps the user identify how far 
an object is from the camera. Every time the user clicks a picture on the application, two virtual poles are placed in 
augmented reality whose positions are determined by the indicators as shown in Figure 3.  

 

Fig. 3. Blue poles projected in augmented reality in AR Camera application 

 From the perspective of the user, the poles are instantiated on either end of the mobile phone screen, while in 
Augmented Reality, the screen coordinates are mapped to the world coordinates with the help of the position of the 
indicator. When the user moves sideways, the poles remain at their original positions. The user can then move 
sideways such that either the left pole is on the right-most end of the phone screen, or the right pole is on the left-
most end of the phone screen. Thus, when a new image is captured, there is minimal overlap of content between the 
current image and the previous image. This result is fewer occurrences where a tomato appears in multiple images 
and thus, the resulting count is closer to the actual value.  
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The processing of user input images to generate relevant tomato count estimates and classifications consists of 3 
major phases: Tomato detection, Maturity classification and Quality classification. The pseudocodes for each of the 
three phases are described below. 

4.1. Tomato detection 

 This work harnessed the robust capabilities of the PyTorch framework and the torchvision API to construct a 
Faster R-CNN (Region-based Convolutional Neural Network) model dedicated to the task of tomato detection. The 
primary objective was to craft a binary classification model capable of discerning between 'tomato' and 'not tomato' 
in images. Here, we present an enhanced and detailed account of the key phases involved in our tomato detection 
pipeline: 
 The initial step is initialising a Faster R-CNN model using the torchvision API, meticulously tailored to our 
binary classification mission. Specifically, we fine-tuned the model architecture to accommodate two distinct 
classes: 'tomato' and 'not tomato.' 
 The quest for precision led us to infuse our model with knowledge gained from pre-trained weights. These 
weights had previously undergone training on an extensive and diverse dataset, serving as valuable bedrock for our 
specialised tomato detection task. To rigorously assess the model's prowess on test images, we judiciously harnessed 
the power of a DataLoader. This resourceful component enabled us to efficiently funnel test images to our model. 
The model's output is a 2D array, measuring N x 2, where N stands for the count of detected objects. 
 In summary, we have meticulously elucidated the intricacies of configuring, initialising, and deploying a Faster 
R-CNN model for tomato detection. Our method diligently ensures that only bounding boxes bearing confidence 
scores exceeding or equal to 0.5 earn the privilege of progressing to subsequent analytical stages. 
 

4.2. Maturity classification 

 This work seamlessly integrated a maturity classification model, leveraging pre-trained weights, to gauge the 
ripeness of individual tomato sub-images. The following is an enhanced rendition of the procedural outline for this 
crucial phase: 
 We initiated our investigation by importing a maturity classification model pre-trained on a vast dataset. This 
model was thoughtfully selected to serve as the foundation for our ripeness assessment task. To extract individual 
tomato sub-images, we capitalised on the bounding boxes yielded by the tomato detection process. Each sub-image 
was meticulously isolated for further analysis. For each tomato sub-image, a transformation was executed, 
converting it into a tensor format, thus rendering it compatible with the maturity classification model. Subsequently, 
we submitted each tensor to the model for inference. The model responded with confidence values, encapsulating 
the probability of the tomato's ripeness falling into one of three categories: ripe, unripe, or half-ripe. 
 This elucidated description provides a comprehensive view of the steps involved in our ripeness assessment 
pipeline. Notably, it ensures the selection of the maturity class bearing the highest confidence value for each tomato, 
thereby enhancing the accuracy and robustness of our analysis. 
 

4.3. Quality classification 

 Within the domain of quality classification for tomato sub-images, we adopted a methodology akin to our 
approach for maturity classification. Below is a refined representation of the procedural flow for this pivotal stage: 

 The quality classification phase started with the introduction of the quality classification model, artfully 
initialised with pre-trained weights. These weights served as the cornerstone of our quality assessment endeavour. In 
our quest to scrutinise individual tomato sub-images, we harnessed the bounding boxes emanating from the tomato 
detection results. Each sub-image underwent a meticulous examination in a sequential manner. 

 For every tomato sub-image, a transformative process was instigated, converting it into tensor format, thus 
rendering it amenable for assessment by the quality classification model. Subsequently, we channelled each tensor 
into the model for inference. The model, in turn, yielded confidence values encapsulating the likelihood of the 
tomato's quality fitting into one of two categories: 'good' or 'bad.' 
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 This refined portrayal offers an in-depth perspective into the steps comprising our quality assessment pipeline. 
Significantly, it ensures the identification of the quality class exhibiting the highest confidence value for each 
tomato, thereby enriching the precision and reliability of our analysis. 

 The faster RCNN model was trained over 16 epochs with a final loss value being 0.03868. Further epochs 
yielded no significant reduction in the loss and hence, the training was deemed to have reached convergence. Figure 
4 denotes the flow of losses with the increase in epoch cycles. 

 
Fig. 4. Loss determination over the epochs 

 Once the processed results are sent to the mobile application by the cloud server, the user is shown every image 
that was processed containing boxes around every detected tomato. The number of tomatoes pertaining to being 
“ripe”, “unripe” or “half-ripe” and “good” or “bad” are also displayed (Figure 6). For yield estimation, the user must 
enter the particular variety of tomato in the images. Based on the average weight of tomatoes of the given variety 
and the number of tomatoes detected, an estimated yield in the form of kilograms is presented to the user. (Figure 7). 

 

5. Results and discussion 

This section discusses the results obtained with the proposed system. Figure 5 is the input image to the model (left) 
and the output image (right) from the model which identifies the ripe fruits marked in red boxes, half-ripe fruits 
marked in yellow box and unripe fruits marked in green boxes. The classifier model used to grade the tomatoes 
based on their maturity achieved a testing accuracy of 97% while the classifier used to grade the tomatoes based on 
their quality achieved a testing accuracy of 90%. 

    
Fig. 5. Source image of the tomatoes and output by the Faster RCNN model 

 

 
Fig. 6. Classification of tomatoes pertaining to Fig. 8. 
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Fig. 7. Yield estimation pertaining to Fig. 6. 

Figure 6 displays the good quality and bad quality tomatoes from the detected ripe fruits output image, also the 
quantity of ripe, half-ripe and unripe fruits are displayed. Figure 7 displays the yield prediction from the tomatoes 
detected output image.  

Table 1. Results Table 

Test Image No Actual count Detected count by proposed (ARIS) 
system 

Detected count by using 
YOLO V5 model 

1 18 15 15 
2 70 60 55 
3 32 26 25 
4  95 90 82 
5 6 5 4 

 
Fig. 8. Count value comparison by proposed (ARIS) model and by YOLO V5 model. 

Table 2. Accuracy Table 

Test Image No Predicted 
classification 
accuracy: Quality 
(by proposed ARIS 
system) 

Predicted 
classification 
accuracy: Maturity 
(by proposed ARIS 
system) 

Predicted 
classification 
accuracy: Quality 
(by YOLO V5 
model) 

Predicted 
classification 
accuracy: Maturity 
(by YOLO V5 
model) 

1 100% 93.3% 92% 90.2% 
2 98.3% 96.6% 96% 92.5% 
3 96.1% 92.3% 95% 90.1% 
4 96.6% 98.8% 96% 93.8% 
5 100% 100% 95% 96.3% 

 

The results of the tomato detection are accumulated and represented in a tabular format as shown in Table 1. 96% 
was the accuracy after 10 epochs of training the model. The testing accuracy was found to be 92%. With this, the 
model can detect tomatoes in various environmental conditions. The training accuracy for the quality classifier and 
maturity classifier was 99.3% and 95.7% respectively across 100 images randomly sampled from the train set. The 
individual values pertaining to a sample of 5 images with multiple tomatoes per image are tabulated in Table 2. The 
testing set accuracy for the same was found to be 98.2% and 95.4% respectively. Figure 8 compares the count of 
Tomatoes in the given image by the proposed(ARIA) model and YOLO model of version 5. The graphs clearly 
show that, the proposed model could able to detect the count more approximately compared to YOLO model. Figure 
9 and 10 compares the quality and maturity Tomatoes count by the proposed model and YOLO model and the 
graphs clearly shows that the proposed model outperformed YOLO model.  
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Fig. 9. Comparison of Quality metric by proposed model and YOLO model 

 
Fig. 10. Comparison of Maturity values by proposed model and YOLO model. 

 

6. Conclusion 

This paper proposes a novel approach that explores a method for the detection, counting and grading of tomatoes for 
yield estimation. Images of tomatoes are captured using the developed mobile application that makes use of 
Markerless AR to help the user capture images with minimal overlap. Tomato detection on these images is 
performed by using a faster RCNN network trained on a dataset of annotated images. Two classifier networks built 
on ResNet-50 architecture are used to classify the tomatoes into being “ripe”, “unripe” or “half-ripe” and “good” or 
“bad”. The yield is then predicted based on the number of tomatoes detected and the average weight of the tomato 
species. The object detection network achieved a test accuracy of 92%, on a dataset consisting of tomatoes in 
varying scale, lighting and contrast, highlighting the model’s robustness. The classification models perform 
satisfactorily as well, with average test scores of 98.2% and 95.4% for the quality and maturity classifiers 
respectively.  The results demonstrate the potential use of the proposed system to help users get an aggregated view 
of the quality and maturity of tomatoes in their field, as well as, to get an estimated yield. In future, the accuracy of 
the detection model could be improved with more training, or by using other algorithms. In addition, the capture of 
higher quality images could allow for the identification of tomato variety, leading to a more accurate yield 
estimation. 
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