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A NOTE ON THE DILATION OF A CERTAIN FAMILY OF

TETRABLOCK CONTRACTIONS

TIRTHANKAR BHATTACHARYYA AND MAINAK BHOWMIK

Abstract. We find an explicit tetrablock isometric dilation for every member (Aα, B, P )
of a family of tetrablock contractions indexed by a parameter α in the closed unit disc
(only the first operator of the tetrablock contraction depends on the parameter). The
dilation space is the same for any member of the family. Explicit dilation for the adjoint
tetrablock contraction (A∗

α, B
∗, P ∗) for every member of the family mentioned above

is constructed as well. This example is important because it has been claimed in the
literature that this example does not have a dilation. Taking cue from this construction
and using Toeplitz operators on H2

D
(DP ), we obtain necessary and sufficient conditions

for a tetrablock contraction to have a certain type of tetrablock isometric dilation.

1. Introduction

Given a compact subset K of Cd for any d = 1, 2, 3, . . . and a tuple T = (T1, T2, . . . , Td)
of commuting bounded operators on a Hilbert space H, the set K is called a spectral set
for T if the Taylor joint spectrum, σ(T ) ⊆ K and

‖f(T )‖ ≤ ‖f‖

for any rational function f : Cd → C with poles off K, where

‖f‖ = sup {|f(z)| : z ∈ K}

and f(T ) is formed according to Taylor’s functional calculus.
The set K is called a complete spectral set for T if given any matrix valued rational
function, f = ((fij)) : C

d → Mn(C) with poles off K, for n = 1, 2, . . . we have

‖f(T )‖ ≤ ‖f‖ = sup {‖((fij(z)))‖op : z ∈ K}

where

f(T ) = ((fij(T )))
n

i,j=1

is a bounded operator from the direct sum of n copies of H to itself.

Definition 1.1. A ∂K-normal dilation for a tuple T with σ(T ) ⊆ K is a tuple of com-
muting bounded normal operators N = (N1, N2, . . . , Nd) on a Hilbert space K containing
H as a closed subspace satisfying

f(T ) = PHf(N)|H

for every rational function f on Cd with poles off K and σ(N) ⊆ ∂K, the Silov boundary
of K with respect to the algebra of functions which are continuous on K and holomorphic
in the interior of K.

Theorem 1.2. (Arveson) Let T have K as a spectral set. Then T has K as a complete
spectral set if and only if T has a ∂K-normal dilation.
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We say that rational dilation holds on K if K is a complete spectral set for T whenever
K is a spectral set for T . Else, rational dilation fails. The following cases are well-known.
The rational dilation

1. holds on the unit disc D = {z ∈ C : |z| ≤ 1} (von Neumann [12]),

2. holds on the bidisc D
2
(Ando [4]),

3. fails in general on polydisc D
d
for d ≥ 3 (Varopoulos [16]),

4. holds in an annulus (Agler [1]),
5. fails in general on a planar domain with two or more holes (Agler-Harland-Rafael

[2] and Dritschel-McCullough [10]),
6. holds on the symmetrized bidisc (Agler-Young [3]),
7. fails on any norm unit ball in Cd for d ≥ 3 (Paulsen [14] and Pisier [15]).

In the backdrop of this, we consider a polynomially convex and compact subset E of
C3 defined as follows. Let M2 denote the algebra of all 2× 2 complex matrices equipped
with the operator norm. Define π : M2 → C3 by

π

(

a11 a12
a21 a22

)

= (a11, a22, detA).

The closed tetrablock E is defined to be the set of all π(A) such that A is in M2

with ‖A‖ ≤ 1. There has been an interesting history of the theory of commuting triples
(A,B, P ) of operators with E as a spectral set. Such a triple is called a tetrablock con-
traction or an E-contraction. A special class of tetrablock contractions was dilated in
[7].

Whether rational dilation holds on the tetrablock is an open question.
In the context of the tetrablock, a boundary normal dilation consists of a triple

(N1, N2, N3) of commuting normal operators with joint spectrum contained in the distin-
guished boundary

bE = {π(A) : A ∈ M2 is a unitary matrix} .

Such a normal triple is called a tetrablock unitary. A tetrablock isometry is the restriction
of a tetrablock unitary to a joint invariant subspace. Although the Definition 1.1 of
dilation demands that given a tetrablock contraction (A,B, P ), one must construct a
normal triple as above, it is straightforward (exactly as in the case of the unit disc, the
bidisc or the symmetrized bidisc) to see that it is enough to construct a Hilbert space K
containing H and a tetrablock isometry (V1, V2, V3) on K such that

V ∗
1 |H = A∗, V ∗

2 |H = B∗ and V ∗
3 |H = P ∗.

The space H is then co − invariant under the tetrablock isometry. This is what we do
in this note for a family of E-contractions. The characterization of tetrablock isometries
that we shall use is as follows:

Theorem 1.3. (Theorem 5.7 in [7]) A commuting triple (V1, V2, V3) of bounded operators
on a Hilbert space is a tetrablock isometry if and only if

(1) V3 is an isometry,
(2) r(V1) ≤ 1, r(V2) ≤ 1 (equivalently, ‖V1‖ ≤ 1 and ‖V2‖ ≤ 1) and
(3) V1 = V ∗

2 V3

where r stands for the spectral radius.

Section 2 does the construction of dilation for a family motivated by the example from
[13]. Section 3 uses a general theorem about adjoints and ties with Section 2. Dilations
for the adjoints of the tetrablock contractions considered in Section 2 are constructed
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in this section. Section 4 takes a cue from Section 2 and investigates those tetrablock
contractions which have a special kind of dilation.

2. Dilation of a family of tetrablock contractions

In this section, we construct an explicit tetrablock isometric dilation for the example
found in Section 5 of [13]. The same is done for the adjoint of this example in the next
section. See also Ball and Sau [6] who proved that the ”necessary condition” in [13] is not
necessary, but did not conclude anything about existence or non-existence of a tetrablock
isometric dilation for this example.

For a Hilbert space E , the infinite direct sum E ⊕ E ⊕ · · · will be denoted by ℓ2(E). It
will often be identified with H2

D
(E), the Hardy space of E-valued functions on the open

unit disc. Accordingly Tz will denote the unilateral shift of multiplicity equal to the
dimension of E on H2

D
(E) (or, ℓ2(E)), i.e.,

Tzf(z) = zf(z) for f in H2
D
(E) or equivalently Tz(e0, e1, . . .) = (0, e0, . . .) for en in E .

Example 2.1. Consider H = ℓ2(C2)⊕ ℓ2(C2)⊕ ℓ2(C2)⊕ ℓ2(C2) . Let Aα, B, P be defined
by the following block operator matrices on H with respect to the decomposition above.

Aα =









0 0 0 0
0 0 0 0
0 0 H 0
0 0 0 0









, B =









0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0









, P =









0 0 0 0
0 0 0 0
0 Tz 0 0
I 0 0 0









where H on ℓ2(C2) is defined as follows:

H(c0, c1, c2, · · · ) := (H1c0, 0, 0, · · · ) for (c0, c1, c2, · · · ) ∈ ℓ2(C2)

and H1 is the 2 × 2 matrix H1 =
(

0
0
α

0

)

for α ∈ D. We shall often suppress α and write
the tetrablock contraction as (A,B, P ). It is understood that α is present in A in the
way above.

Note that the product of any two of A,B, P is 0. We shall not prove (A,B, P ) to be
a tetrablock contraction here because we shall dilate (A,B, P ) to a tetrablock isometry
which will automatically prove it to be a tetrablock contraction.

The dilation will be for any scalar α ∈ D. The example in section 5 of [13] is for α = 1
4
.

The defect operator of P is

D2
P = I − P ∗P =









I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I









−









0 0 0 I

0 0 T ∗
z 0

0 0 0 0
0 0 0 0

















0 0 0 0
0 0 0 0
0 Tz 0 0
I 0 0 0









=









0 0 0 0
0 0 0 0
0 0 I 0
0 0 0 I









So DP is the projection onto

DP = Ran(DP ) = {0} ⊕ {0} ⊕ ℓ2(C2)⊕ ℓ2(C2).

Let

F1 = 0⊕

[

H 0
0 0

]

and F2 = 0(2.1)

on DP = ({0} ⊕ {0})⊕ (ℓ2(C2)⊕ ℓ2(C2)). These F1 and F2 satisfy

A−B∗P = A = DPF1DP , B − A∗P = DPF2DP and F1F2 = F2F1.
3



These can be seen by easy computations. We have [F2, F
∗
2 ] = 0 since F2 = 0. However,

[F1, F
∗
1 ] = 0⊕

[

HH∗ −H∗H 0
0 0

]

6= 0

since H is non-normal.
Since H2

1 = 0 we have H2 = 0. Therefore F 2
1 = 0. It is well-known that if a com-

muting triple (A,B, P ) has a tetrablock isometric dilation (V1, V2, V3) (which implies that
(A,B, P ) is a tetrablock contraction) and W3 is the minimal isometric dilation of P then
the solutions F1 and F2 of A−B∗P = DPF1DP and B−A∗P = DPF2DP have to satisfy,
among other things, [F1, F

∗
1 ] = [F2, F

∗
2 ] which is not the case here.

Construction of the dilation triple : Consider a triple of bounded operators (V1, V2, V3)
on K = H⊕DP ⊕DP ⊕ · · · as follows:

V1 =

















A 0 0 0 0 · · ·
F ∗
1DP F1 0 0 0 · · ·
0 F ∗

1 F1 0 0 · · ·
0 0 F ∗

1 F1 0 · · ·
0 0 0 F ∗

1 F1 · · ·
· · · · · · · · · · · · · · · · · ·

















, V2 =

















B 0 0 0 0 · · ·
F1DP 0 0 0 0 · · ·
F ∗
1DP F1 0 0 0 · · ·
0 F ∗

1 F1 0 0 · · ·
0 0 F ∗

1 F1 0 · · ·
· · · · · · · · · · · · · · · · · ·

















V3 =

















P 0 0 0 0 · · ·
0 0 0 0 0 · · ·
DP 0 0 0 0 · · ·
0 I 0 0 0 · · ·
0 0 I 0 0 · · ·
· · · · · · · · · · · · · · · · · ·

















.

We shall show that (V1, V2, V3) is a commuting triple. To that end, we compute

V1V2 =





















AB 0 0 · · ·
F ∗
1DPB + F 2

1DP 0 0 · · ·
F ∗
1F1DP + F1F

∗
1DP F 2

1 0 · · ·
F ∗
1
2DP F ∗

1F1 + F1F
∗
1 F 2

1 · · ·
0 F ∗

1
2 F ∗

1F1 + F1F
∗
1 · · ·

0 0 F ∗
1
2 · · ·

· · · · · · · · · · · ·





















and

V2V1 =

















BA 0 0 · · ·
F1DPA 0 0 · · ·

F ∗
1DPA+ F1F

∗
1DP F 2

1 0 · · ·
F ∗
1
2DP F ∗

1F1 + F1F
∗
1 F 2

1 · · ·
0 F ∗

1
2 F ∗

1F1 + F1F
∗
1 · · ·

· · · · · · · · · · · ·

















.

Since F 2
1 = 0 and B = 0, we have

F ∗
1DPB + F 2

1DP = 0 =

(

0⊕

[

H 0
0 0

])(

0⊕

[

I 0
0 I

])(

0⊕

[

H 0
0 0

])

= F1DPA

which proves that the (2,1)-th entries in V1V2 and V2V1 are equal. Again

F ∗
1F1DP + F1F

∗
1DP = 0⊕

[

H∗H +HH∗ 0
0 0

]

= F ∗
1DPA + F1F

∗
1DP
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which shows that the (3,1)-th entries in V1V2 and V2V1 are equal. Hence V1V2 = V2V1.
To check that V1V3 = V3V1, we compute

V1V3 =



















AP 0 0 0 · · ·
F ∗
1DPP 0 0 0 · · ·
F1DP 0 0 0 · · ·
F ∗
1DP F1 0 0 · · ·
0 F ∗

1 F1 0 · · ·
0 0 F ∗

1 F1 · · ·
· · · · · · · · · · · · · · ·



















and V3V1 =



















PA 0 0 0 · · ·
0 0 0 0 · · ·

DPA 0 0 0 · · ·
F ∗
1DP F1 0 0 · · ·
0 F ∗

1 F1 0 · · ·
0 0 F ∗

1 F1 · · ·
· · · · · · · · · · · · · · ·



















.

But F ∗
1DPP = 0 since H∗Tz = 0. An easy computation shows DPA = F1DP . Therefore,

each entry of the block operator matrix V1V3 is the same as the corresponding entry in
the matrix of V3V1. So, V1 and V3 commute. Similarly,

V2V3 =



















BP 0 0 · · ·
F1DPP 0 0 · · ·
F ∗
1DPP 0 0 · · ·
F1DP 0 0 · · ·
F ∗
1DP F1 0 · · ·
0 F ∗

1 F1 · · ·
· · · · · · · · · · · ·



















and V3V2 =



















PB 0 0 · · ·
0 0 0 · · ·

DPB 0 0 · · ·
F1DP 0 0 · · ·
F ∗
1DP F1 0 · · ·
0 F ∗

1 F1 · · ·
· · · · · · · · · · · ·



















.

We have

F1DPP =









0
0

H

0

















0
0

I

I

















0 0 0 0
0 0 0 0
0 Tz 0 0
I 0 0 0









=









0
0

0
0









since HTz = 0. An easy calculation gives, DPB = F ∗
1DPP .

These show that each entry of the block operator matrix V2V3 is the same as the
corresponding entry in the block operator matrix V3V2. So,V2 and V3 commute. Hence
(V1, V2, V3) is a commuting triple of bounded operators on K.
To show that V1 = V ∗

2 V3, we have

V ∗
2 V3 =

















B∗ DPF
∗
1 DPF1 0 0 · · ·

0 0 F ∗
1 F1 0 · · ·

0 0 0 F ∗
1 F1 · · ·

0 0 0 0 F ∗
1 · · ·

0 0 0 0 0 · · ·
· · · · · · · · · · · · · · · · · ·

































P 0 0 0 0 · · ·
0 0 0 0 0 · · ·
DP 0 0 0 0 · · ·
0 I 0 0 0 · · ·
0 0 I 0 0 · · ·
· · · · · · · · · · · · · · · · · ·

















=

















B∗P +DPF1DP 0 0 0 0 · · ·
F ∗
1DP F1 0 0 0 · · ·
0 F ∗

1 F1 0 0 · · ·
0 0 F ∗

1 F1 0 · · ·
0 0 0 F ∗

1 F1 · · ·
· · · · · · · · · · · · · · · · · ·

















= V1
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since B∗P + DPF1DP = A. We compute V ∗
1 V1 to calculate ‖V1‖. It turns out to be a

block diagonal matrix.

V ∗
1 V1 =

















A∗A+DPF1F
∗
1DP 0 0 0 · · ·

0 F ∗
1F1 + F1F

∗
1 0 0 · · ·

0 0 F ∗
1F1 + F1F

∗
1 0 · · ·

0 0 0 F ∗
1F1 + F1F

∗
1 · · ·

0 0 0 0 · · ·
· · · · · · · · · · · · · · ·

















Therefore,

‖V1‖
2 = ‖V ∗

1 V1‖ = max {‖A∗A +DPF1F
∗
1DP‖, ‖F

∗
1F1 + F1F

∗
1 ‖}

Using (2.1), we get that

‖A∗A+DPF1F
∗
1DP‖ = ‖0⊕

(

H∗H +HH∗

0

0

0

)

‖ = ‖F ∗
1F1 + F1F

∗
1 ‖ = ‖H∗H +HH∗‖.

The last quantity is ‖H∗
1H1+H1H

∗
1‖ = ‖

(

|α|2

0
0

|α|2

)

‖ = |α|2. Hence, ‖V1‖ = |α| ≤ 1. Since

V1 = V ∗
2 V3 and V3 is an isometry, we get V2 = V ∗

1 V3 and ‖V2‖ = |α| ≤ 1.
Conclusion: The triple (V1, V2, V3) is a commuting triple of bounded operators on K
satisfying

(1) H is a co-invariant subspace for each Vj (which is clear from their operator matrix
representations),

(2) V3 is an isometry satisfying V1 = V ∗
2 V3,

(3) ‖Vj‖ = |α| ≤ 1 for j = 1, 2.

Hence by Theorem 1.3, (V1, V2, V3) is a tetrablock isometry. Thus, we have dilated
Example 2.1 to a tetrablock isometry. It was interesting that we used Tz2 on the ortho-
complement of H in K. In section 4, we investigate a class of (A,B, P ), each member of
which has a tetrablock isometric dilation (V1, V2, V3) with V3|K⊖H = Tz2.

3. Adjoints

If E a spectral set for (A,B, P ), the Taylor joint spectrum σ(A,B, P ) ⊆ E. The set E

is invariant under the complex conjugation i.e., E
∗
:=

{

(z1, z2, z3) : (z1, z2, z3) ∈ E
}

= E.
Hence, by the properties of Taylor joint spectrum (see, [9])

σ(A∗, B∗, P ∗) = {(z1, z2, z3) : (z1, z2, z3) ∈ σ(A,B, P )} ⊆ E.

A little work with polynomials then shows that E is a spectral set for (A∗, B∗, P ∗) as
well. This trick with the polynomials goes through for matrix valued polynomials and
hence we have the following proposition. We omit the proof since it is fairly standard.

Proposition 3.1. Let (A,B, P ) be a tetrablock contraction such that the tetrablock E is
a complete spectral set for (A,B, P ). Then E is a complete spectral set for (A∗, B∗, P ∗).

Remark 3.2. By the proposition above, we see that E is a complete spectral set for
(A∗, B∗, P ∗) for the triple in Section 2. By Arveson’s theorem, (A∗, B∗, P ∗) has a tetra-
block isometric dilation. We can actually construct a tetrablock isometric dilation ex-
plicitly. We shall write it down leaving the checking to the reader. Consider W1,W2,W3

as follows. Note that

DP ∗ =

(

I

0

0

I

)

⊕

(

I − TzT
∗
z

0

0

0

)

and DP ∗ =
(

ℓ2(C2)⊕ ℓ2(C2)
)

⊕ (Ker(T ∗
z )⊕ {0}) .

6



Define

G1 = 0⊕

(

H∗

0

0

0

)

and G2 = 0.

Then A∗ −BP ∗ = DP ∗G1DP ∗ and B∗ −AP ∗ = DP ∗G2DP ∗ by straightforward computa-
tions. Define

W1 :=

























A∗ 0 0 0 . . .

G∗
1DP ∗ G1 0 0 . . .

0 G∗
1 G1 0 . . .

0 0 G∗
1 G1

. . .

0 0 0 G∗
1

. . .

0 0 0 0
. . .

...
...

. . .
. . .

. . .

























, W2 :=

























B∗ 0 0 0 . . .

G1DP ∗ 0 0 0 . . .

G∗
1DP ∗ G1 0 0 . . .

0 G∗
1 G1 0

. . .

0 0 G∗
1 G1

. . .

0 0 0 G∗
1

. . .
...

...
. . .

. . .
. . .

























and

W3 :=

















P ∗ 0 0 0 . . .

0 0 0 0 . . .

DP ∗ 0 0 0 . . .

0 I 0 0 . . .

0 0 I 0 . . .
...

...
. . .

. . . . . .

















onH⊕DP⊕DP⊕· · · . As before, we can check that (W1,W2,W3) is a tetrablock isometric
dilation of (A∗, B∗, P ∗).

4. A class of tetrablock contractions

We investigate the structure of a tetrablock isometric dilation (V1, V2, V3) which has
Tz2 in the K ⊖ H part of V3. A tetrablock contraction (A,B, P ) gives rise to a pair of
operator equations called the fundamental equations in the unknowns F1 and F2:

A−B∗P = DPF1DP and B − A∗P = DPF2DP .

The solutions F1 and F2 exist and are unique. They are called the fundamental operators
of (A,B, P ). See [7]. For a Hilbert space E , recall the identification of ℓ2(E) with H2

D
(E).

It will be used below.
The beginning of this section warrants a short discussion on Toeplitz operators. The

symbol H∞
D
(B(E)) will stand for the algebra of operator valued bounded holomorphic

functions on the unit disc taking values in B(E). Let σ be the normalized arc length
measure on the unit circle T. If ψ is in L∞

T
(E), then ψ induces a linear operator Mψ on

L2
T
(E) by

(Mψf)(z) = ψ(z)f(z).

Clearly, this is a bounded operator because

(4.1) ‖Mψf‖
2 =

∫

T

‖ψ(z)f(z)‖2dσ(z) ≤ ‖ψ‖2∞‖f‖2.

The Hardy space H2
D
(E) of E-valued holomorphic functions on the unit disc has a

natural isometric image inside L2
T
(E) because any Hardy space function of the form

∑∞
n=0 enz

n for e0, e1, e2, . . . coming from E is mapped to the function
∑∞

n=0 ene
inθ. This

is an isometry. Thus, the Hardy space will be treated as a closed subspace of L2
T
(E) and

we shall denote the projection onto the Hardy space from L2
T
(E) by P. For ψ as above,

7



define Tψ, the Toeplitz operator with symbol ψ on the Hardy space by Tψ = PMψ|H2

D
(E).

We note here that, by virtue of (4.1), we have

(4.2) ‖Tψ‖ ≤ ‖ψ‖∞.

For more on Toeplitz operators, we refer the reader to the book [8].
Before we state the theorem, it will be good to notice that, in the language of Toeplitz

operators, the tetrablock isometry constructed in Section 2 has the following form.

V1 =

(

A 0
C1 Tϕ1

)

, V2 =

(

B 0
C2 Tϕ2

)

and V3 =

(

P 0
C3 Tz2

)

where

C1 = (F ∗
1DP , 0, 0, . . .), C2 = (F1DP , F

∗
1DP , 0, . . .) and C3 = (0, Dp, 0, . . . , )

and
ϕ1(z) = F1 + F ∗

1 z and ϕ2(z) = F1z + F ∗
1 z

2.

Theorem 4.1. Let (A,B, P ) be a tetrablock contraction on a Hilbert space H with fun-
damental operators F1and F2. On the Hilbert space K = H⊕ ℓ2(DP ), consider the three
bounded operators:

V1 =

(

A 0
C1 Tϕ1

)

, V2 =

(

B 0
C2 Tϕ2

)

and V3 =

(

P 0
C3 Tz2

)

(4.3)

for some C1, C2 : H → ℓ2(DP ),

C3 =
[

0 DP 0 0 . . .
]t
: H → ℓ2(DP )

and ϕ1, ϕ2 ∈ L∞
T
(B (DP )). Then (V1, V2, V3) is a tetrablock isometric dilation of (A,B, P )

if and only if ϕ1 and ϕ2 are analytic and are of the form

ϕ1(z) = F1 + Ξz + F ∗
2 z

2, ϕ2(z) = F2 + Ξ∗z + F ∗
1 z

2(4.4)

and

C1 =
[

ΞDP F ∗
2DP 0 0 · · ·

]t
, C2 =

[

Ξ∗DP F ∗
1DP 0 0 · · ·

]t
(4.5)

for some Ξ ∈ B (DP ) satisfying

(ΞF ∗
1 − Ξ∗F ∗

2 )DPP = 0,(4.6)

[F2, F
∗
2 ]− [F1, F

∗
1 ] = [Ξ,Ξ∗] ,(4.7)

[F1, F2] = 0,(4.8)

[Ξ, F2] = [Ξ∗, F1] ,(4.9)

ΞDPP = 0 and Ξ∗DPP = 0,(4.10)

and

‖ϕ1‖∞
def
= sup

|z|=1

‖ϕ1(z)‖ ≤ 1( equivalently ‖ϕ2‖∞ ≤ 1).

We note that given the form of V1, V2 and V3 (as in (4.3)), the subspaceH is co-invariant
and

A∗ = V ∗
1 |H, B

∗ = V ∗
2 |H, P

∗ = V ∗
3 |H.

Thus, (V1, V2, V3) is always a dilation of (A,B, P ). So, we need to prove that the conditions
(4.4) to (4.10) are equivalent to (V1, V2, V3) being a tetrablock isometry. This will be
achieved by a couple of lemmas.
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Lemma 4.2. Let V1, V2 and V3 be as in (4.3) with ϕ1, ϕ2 ∈ H∞
D
(B(DP )). Then V1 = V ∗

2 V3
and V2 = V ∗

1 V3 if and only if (4.4) and (4.5) hold for some Ξ ∈ B(DP ).

Proof. If (4.4) and (4.5) are satisfied, then a direct computation of V ∗
1 V3 and V

∗
2 V3 proves

that V1 = V ∗
2 V3 and V2 = V ∗

1 V3.
Conversely, if V1, V2 and V3 are as in (4.3) and satisfy V1 = V ∗

2 V3 and V2 = V ∗
1 V3, then

we have
[

A 0
C1 Tϕ1

]

= V1 = V ∗
2 V3 =

[

B∗P + C∗
2C3 C∗

2Tz2

T ∗
ϕ2
C3 T ∗

ϕ2
Tz2

]

.

Therefore,

A− B∗P = C∗
2C3, Tϕ1

= T ∗
ϕ2
Mz2 , C1 = T ∗

ϕ2
C3, and C

∗
2Tz2 = 0.

Suppose,

ϕ1(z) =
∞
∑

j=0

λjz
j and ϕ2(z) =

∞
∑

j=0

µjz
j

in H∞
D
(B (DP )), where λj, µj are bounded operators on DP . So,

Tϕ1
= T ∗

ϕ2
Tz2.

This implies that
∞
∑

j=0

λjz
j = z2

∞
∑

j=0

µ∗
j z̄
j on the unit circle T.

Comparing the coefficients of 1, z, z2, . . . and z̄, z̄2, . . . we get,

µ∗
2 = λ0, µ

∗
1 = λ1, µ

∗
0 = λ2 and λn = 0, µn = 0 ∀n ≥ 3.

Hence,

ϕ1(z) = λ0 + λ1z + λ2z
2 and ϕ2(z) = λ∗2 + λ∗1z + λ∗0z

2.

Also, C1 = T ∗
ϕ2
C3 gives,

C1 =













λ2 λ1 λ0 0 0 . . .

0 λ2 λ1 λ0 0
. . .

0 0 λ2 λ1 λ0
. . .

...
. . .

. . .
. . .

. . .
. . .

























0
DP

0
0
...













=













λ1DP

λ2DP

0
0
...













.

The equation V2 = V ∗
1 V3 gives

[

B 0
C2 Tϕ2

]

=

[

A∗ C∗
1

0 T ∗
ϕ1

] [

P 0
C3 Tz2

]

=

[

A∗P + C∗
1C3 C∗

1Tz2

T ∗
ϕ1
C3 T ∗

ϕ1
Tz2

]

which implies the following equations:

B − A∗P = C∗
1C3, C2 = T ∗

ϕ1
C3, C

∗
1Tz2 = 0, Tϕ2

= T ∗
ϕ1
Tz2 .

Using C2 = T ∗
ϕ1
C3, we get

C2 =













λ∗0 λ∗1 λ∗2 0 0 . . .

0 λ∗0 λ∗1 λ∗2 0
. . .

0 0 λ∗0 λ∗1 λ∗2
. . .

...
. . .

. . .
. . .

. . .
. . .

























0
DP

0
0
...













=













λ∗1DP

λ∗0DP

0
0
...













.
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Clearly, for ϕ1, ϕ2, as above Tϕ2
= T ∗

ϕ1
Tz2. Also, it is easy to check that

C∗
1Tz2 = 0 and C∗

2Tz2 = 0 for C1, C2 as above.

Note that

C∗
2C3 = DPλ0DP and C∗

1C3 = DPλ
∗
2DP

Now we are left with the following two equations :

A− B∗P = C∗
2C3 = DPλ0DP and B − A∗P = C∗

1C3 = DPλ
∗
2DP .

By uniqueness of the fundamental operators F1 and F2, we get λ0 = F1 and λ
∗
2 = F2. Set

λ1 = Ξ. We are done. �

Lemma 4.3. Let (V1, V2, V3) be as in (4.3). Suppose (4.4) and (4.5) are satisfied. Then
(V1, V2, V3) forms a commuting triple if and only if the conditions (4.6) to (4.10) as in
the statement of Theorem 4.1 hold.

Proof. There are a couple of well-known relationships that the fundamental operators
satisfy:

DPA = F1DP + F ∗
2DPP and DPB = F2DP + F ∗

1DPP.(4.11)

These were proved in Corollary 4.2 of [7]. Using these, it is straightforward that the
commutativity of V1 and V3 and the commutativity of V2 and V3 together are equivalent
to (4.10).

Computations show that

V1V2 =



















AB 0 0 · · ·
ΞDPB + F1Ξ

∗DP F1F2 0 · · ·
F ∗
2DPB + ΞΞ∗DP + F1F

∗
1DP ΞF2 + F1Ξ

∗ F1F2 · · ·
F ∗
2Ξ

∗DP + ΞF1
∗DP F ∗

2F2 + ΞΞ∗ + F1F
∗
1 ΞF2 + F1Ξ

∗ · · ·
F ∗
2F

∗
1DP F ∗

2Ξ
∗ + ΞF ∗

1 F ∗
2F2 + ΞΞ∗ + F1F

∗
1 · · ·

0 F ∗
2F

∗
1 F ∗

2Ξ
∗ + ΞF ∗

1 · · ·
· · · · · · · · · · · ·



















and

V2V1 =



















BA 0 0 · · ·
Ξ∗DPA + F2ΞDP F2F1 0 · · ·

F ∗
1DPA+ Ξ∗ΞDP + F2F

∗
2DP Ξ∗F1 + F2Ξ F2F1 · · ·

F ∗
1ΞDP + Ξ∗F ∗

2DP F ∗
1F1 + Ξ∗Ξ + F2F

∗
2 Ξ∗F1 + F2Ξ · · ·

F ∗
1F

∗
2DP F ∗

1Ξ + Ξ∗F ∗
2 F ∗

1F1 + Ξ∗Ξ + F2F
∗
2 · · ·

0 F ∗
1F

∗
2 F ∗

1Ξ + Ξ∗F ∗
2 · · ·

· · · · · · · · · · · ·



















.

The commutativity of V1 and V2 is equivalent to the equations from (4.6) to (4.9) by
virtue of the relations (4.11). �

Proof. (of Theorem 4.1)
If the conditions (4.4) to (4.10) hold, then we first get by Lemma 4.2 that V1 = V ∗

2 V3
and V2 = V ∗

1 V3. Also by Lemma 4.3, (V1, V2, V3) forms a commuting triple. Clearly V3
is an isometry. Since ϕ1 and ϕ2 satisfy ϕ1(z) = ϕ2(z)

∗z2 for every z on the unit circle,
‖ϕ1(z)‖ = ‖ϕ2(z)‖ for every z on the unit circle and hence ‖ϕ1‖∞ = ‖ϕ2‖∞. So, for
j = 1, 2, ‖ϕj‖∞ ≤ 1 which give r

(

Tϕj

)

≤ 1 where r stands for spectral radius. Since Vj’s
are lower triangular as in (4.3),

σ(V1) ⊆ σ(A) ∪ σ(Tϕ1
) and σ(V2) ⊆ σ(B) ∪ σ(Tϕ2

).
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These containments of spectrum along with the fact that A,B are contractions imply
r(Vj) ≤ 1 for j = 1, 2. Hence by Theorem 1.3, (V1, V2, V3) is a tetrablock isometry.

For the other direction, we first recall a basic fact about Toeplitz operators. Every ϕ
in L∞

T
(B(E)) has the form

∑∞
n=−∞Φne

inθ for some Φn in B(E). The result says that the
block operator matrix of Tϕ with respect to the standard basis of H2

D
(E) is of the form

Tϕ =













Φ0 Φ−1 Φ−2 Φ−3 · · ·
Φ1 Φ0 Φ−1 Φ−2 · · ·
Φ2 Φ1 Φ0 Φ−1 · · ·
Φ3 Φ2 Φ1 Φ0 · · ·
· · · · · · · · · · · · · · ·













.(4.12)

Note that the Φn are 0 for all n < 0 if and only if ϕ ∈ H∞
D
(B(E)).

If (V1, V2, V3) is a tetrablock isometry, then it is a commuting triple. Commutativity
of V1 and V3 is the same as

[

AP 0
C1P + Tϕ1

C3 Tϕ1
Tz2

]

=

[

PA 0
C3A+ Tz2C1 Tz2Tϕ1

]

which implies that Tϕ1
commutes with Tz2. Similarly, commutativity of V2 and V3 implies

that Tϕ2
commutes with Tz2. So, we need the general structure of an element of the

commutator algebra of Tz2. By a straightforward computation, we get that every such
element has the form

T =















A11 A12 0 0 0 · · ·
A21 A22 0 0 0 · · ·
A31 A32 A11 A12 0 · · ·
A41 A42 A21 A22 0 · · ·
A51 A52 A31 A32 A11 · · ·
· · · · · · · · · · · · · · · · · ·















(4.13)

in the standard basis of H2
D
(DP ). Looking at (4.12) and (4.13), we realize that a Toeplitz

operator Tϕ in the commutant algebra of Tz2 necessarily has an analytic symbol ϕ. Thus,
ϕ1 and ϕ2 are in H∞

D
(B(DP )).

We now invoke Theorem 1.3 which in particular tells us that V1 = V ∗
2 V3 and V2 = V ∗

1 V3.
So, we can apply Lemma 4.2 which gives us (4.4) and (4.5). As soon as we get (4.4)
and (4.5), we apply Lemma 4.3. We get (4.6) to (4.10). The norm condition gives
‖ϕ1‖∞ ≤ 1. �

We comment that Ξ = 0 is a choice and for this choice the equations (4.6) - (4.10)
reduce to just two conditions: [F1, F2] = 0 and [F ∗

1 , F1] = [F ∗
2 , F2]. Recall that the

minimal dilation under these two conditions was found in [7]. The one found here is
not minimal under these conditions. What worked here is the Toeplitz structure which
quickly led to the symbols to be in H∞

D
(B (DP )) which is a proper subalgebra of the

commutant algebra of Tz2 acting on H2
D
(DP ).
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