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ABSTRACT

In this paper, we focus on radar imaging using active sensing
with a single transceiver and reconfigurable intelligent sur-
face (RIS). RISs are arrays with tunable passive phase shifter
elements that can modify the propagation channel. The RIS
reflects each transmit pulse with a different phase profile. We
use compressive sensing to recover the radar scene from ob-
servations at the single-antenna receiver. We also provide a
projected gradient descent algorithm to design the RIS phase
shifts to obtain minimally coherent observations required for
recovery. Through numerical simulations, we demonstrate
that the proposed method recovers radar scenes with point
scatterers and extended targets.

Index Terms— Active sensing, coded aperture radars,
computational sensing, reconfigurable intelligent surfaces,
sparse recovery.

1. INTRODUCTION

Advances in sensors and computational methods have signifi-
cantly enhanced our ability to detect targets and perform radar
imaging accurately. To image a scene of interest, radar trans-
mits a pulse and processes echoes reflected from targets in the
scene. Radar image includes a depth map or range and (az-
imuth and elevation) cross-range map of targets in the scene.
It is not possible to reconstruct depth maps or resolve targets
at different ranges, azimuth, and elevation angles using radars
with a single antenna transceiver. Hence multiple input mul-
tiple outputs (MIMO) radars with rectangular or linear array
geometries, each with a dedicated radio frequency (RF) chain,
are typically used.

Although operating at higher frequencies (e.g., at mil-
limeter wave bands) leads to a smaller form factor allow-
ing many antenna elements to be packed in a small phys-
ical area, the RF front-end complexity (i.e., the number of
analog-to-digital converters (ADCs) and other circuitry) also
increases. To reduce the RF front-end complexity due to mul-
tiple transceivers, several techniques are available, such as
sparse arrays [1,2], (analog/digital) hybrid arrays [3], or the
usage of a low-resolution ADC for each antenna [4], to name
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a few. Although sparse arrays, e.g., minimum redundancy
arrays, have fewer antennas than uniformly spaced rectan-
gular or linear arrays of equivalent aperture, both have the
same target resolving ability. On the other hand, hybrid ar-
rays also reduce the number of RF front ends by carefully
combining signals at different antennas using analog phase
shifters before digitizing them. An architecture with a sin-
gle transceiver RF chain that employs analog beamforming to
sense via coded beams and image addition for reconstructing
the scene has been studied in [5,6]. In a related context, as-
suming that the imaging scene is sparse, i.e., there are only
a few point scatterers, compressive radar sensing techniques
can reconstruct the imaging scene with much fewer observa-
tions [7]. This work aims at reducing the RF front-end com-
plexity by proposing an approach for radar imaging using a
single-antenna transmitter and receiver aided with a reconfig-
urable intelligent surface (RIS).

RIS is an emerging technology gaining significant inter-
est in the communications and sensing domain because of its
ability to modify the propagation channel favorably [8]. RISs
are rectangular arrays comprising a number of fully passive
and remotely tunable phase shifters but without any other sig-
nal processing capability. These RIS phase shifters can be
designed to control the propagation channel, e.g., to beam-
form an incident signal to a desired direction or to create a
virtual line-of-sight path between the transmitter and receiver.
Due to the passive nature of RISs, they are more power effi-
cient than multi-antenna transmitters with many RF chains.
Although RISs have been primarily envisioned for wireless
communications, it has also been studied for wireless sensing
and localization applications [9, 10].

This paper proposes a new radar imaging approach with
a single transceiver (hence a single RF chain), wherein the
transmitter illuminates the RIS with a number of pulses. The
RIS encodes each radiated pulse with different (deterministic
or random) phase shifts leading to different phase profiles or
coded apertures and thereby introducing intentional delays.
The reflected echoes from point scatterers corresponding to
each reflection profile are processed digitally at the single-
antenna receiver. We use sparse recovery techniques to re-
solve ambiguities in the measurements at the single sensor as
the number of observations is much less than the number of
pixels in the radar image scene. We also design the phase
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shifts of the RIS to obtain minimally coherent observations.
Numerical experiments are provided to demonstrate the effi-
cacy of the proposed approach.

2. SYSTEM MODEL

Consider a bistatic radar with one single-antenna transmitter
and one single-antenna receiver at the spatial locations 1, and
l,«, respectively. The transmitter illuminates the RIS, which
is a uniform rectangular array with M tunable passive phase
shifter elements. We assume that the transmitter and receiver
are isolated from each other, the RIS is placed on the same
side of the area of interest, and that the imaging scene is static.

Let p(t) denote the time-domain pulse of width 7 emitted
by the transmitter. We transmit N such pulses at a pulse rep-
etition interval of T},. The transmit pulse illuminates the mth
RIS element located at the location l,is ,,. The transmitted
signal at the mth RIS element undergoes an attenuation and

delay as
_ >\\/ Ug(Oém, /Bm/)ef‘]Qﬂ""m/)\

m
477,

where A = ¢/ f. with ¢ being the speed of the propagation
medium and f, being the carrier frequency, (74, G, Brm) 1S
the spherical coordinate of the mth RIS element with respect
to the transmitter, g(y,, 5,,) is the antenna radiation pattern,
and 7 is the power efficiency of the transmit antenna. Each
RIS element then phase shifts the incident signal at the nth
transmission block by a phase ¢, », € [0, 27]. Thus the time-
domain signal from the mth RIS element at the nth time block
is given by

T (t) = gme ™7™ p(t) )

forn = 1,2,..., N. In the frequency domain, the signal in
(1), denoted as Xm}n(w), can be expressed as

Xm,n(w) = / xm,n(t)e_jwtdt — qme—mmmp(w)’
R

where P(w) is the transmit pulse in the frequency domain.

Consider a single point target located at 1, with a reflec-
tivity coefficient (1, ), which is assumed to be flat across
frequency. The received radar echo signal at the nth time
block in the frequency domain can be expressed as

M
Ya(@) = D (liar) Xy (w)e00m /¢
m=1
M
= 7(Lar) P(w) Z g~/ OmnFwdn/e)
m=1
where dy, = ||Lis,m — lear|| + [[lar — Lix]| is the distance

between the receiver and mth RIS element via the target.
Here, the exponent term approximates the impulse response
between the mth RIS element and receiver via the target.
When there are multiple point scatterers, the received signal

contains a superposition of echoes from all the scatterers.
Introducing different reflection patterns (aka phase shifts) of
the RIS ¢,, = [d1,n, P2 n,-- .,qﬁM,n]T at each time block
behaves as a coded-aperture mask that introduces intentional
geometric delays. In this work, given such observations, we
aim to reconstruct the radar image, which boils down to es-
timating the locations of the point scatterers. To this end,
we assume that the radar image scene is sparse and use tools
from compressive sensing in the next section.

3. COMPRESSIVE RADAR IMAGING

Suppose there are K pixels in the radar image scene and that
the targets (or objects, each modeled with a scattering center)
correspond to the pixel locations {lia 5,1 < k < K} in
the area of interest. The received signal is a superposition of
echoes from all the K target grid points and is modeled as

K M
Yn(w) = ZT(ltar,k)P(w) Z qme—](¢m,n+de,k/C)
k=1

m=1

0, (w)¥(w)r ©)

where dp, k. = ||Lis,m — Lear k|| + [|Ltar,k — Lix|| is the distance
between the mth RIS element and the receiver via the kth
target, r = [r(liar,1), - - - ,r(ltar,K)]T € CX, and

‘I’(w) = ["/}(wv 1tar,1)7 e a"b(‘#’, ltar,K)] € (CMXK
with the transmit waveform (aka sensing vector)

0, (w) = [P(w)qre %1, ... 7P(w)qMe_”’M‘”}T e ctxM

and the response vector of the RIS towards the kth target

P (w, Lar ) = [e770hR/e

Thus the entries of r will be non-zero whenever there are scat-
terers actually at those locations. We assume that there are
very few scatters, say 7', compared to the total number of pix-
els.

For N different phase configurations of the RIS obtained
by changing ¢,,, we can describe the overall system as

eﬂ“’dMJ“/C]T e CM,

y(w) = ©(w)¥(w)r = Dr, 3)
with
Y1 (w) 07 (w)
y(w) = : and O(w) = : e CN*M,
Y (w) 0 (w)

Although it is typical to discretize the frequency to a few
points, for simplicity, we consider a single frequency and
henceforth ignore the dependence of w on the model in (3).
The proposed algorithm can handle multiple frequency bins
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as well by stacking the measurements y (w) for different bins,
one below the other, and forming a similar system of equa-
tions. In the presence of noise, the above model becomes

y = Dr + n, (@)

where n ~ CA(0, o%1) is the receiver noise.

We aim to reconstruct the scattering scene from y by esti-
mating r. Let ||r||o denote the £y norm or the number of non-
zero entries in r. Then, to recover r from y, we can search for
a solution with exactly 7" non-zero entries by solving

minimize ||y — Dr|3
r

subject to  ||r||p = T. 3)

However, due to the presence of the sparsity constraint, the
above optimization problem is non-convex and NP hard.
Hence, we use a standard relaxation and replace the non-
convex f¢ norm with a convex ¢; norm to obtain a convex
optimization problem. The resulting convex optimization
problem can be solved using any off-the-shelf solver.

4. RIS PHASE PROFILE DESIGN

A natural question to ask is, how to choose the RIS phase
shifts in each time block? It is well-known that the sparse
recovery performance improves by designing a measurement
matrix such that its mutual coherence is the smallest [11, 12].
For the measurement matrix D = ©W, the mutual coher-
ence is defined as the maximum value of the normalized inner
product between its columns, i.e.,
|d;'d;|

D)= max ——— = max
n(D) izji<i <K ||d;||||d;|| i 1<ii<K

[Glil, (©)
where G = D"D e CK*K is the Gram matrix with D €
CN*K being the column-normalized version of D. Hence,
reducing values of all the off-diagonal elements of the Gram
matrix is sufficient to minimize the mutual coherence. In-
spired by the sensing matrix design method in [12], we next
develop an algorithm to design the RIS phase shifts by mak-
ing the Gram matrix close to the identity matrix to minimize
all the off-diagonal entries and thereby reducing its mutual
coherence.

Recall that ® depends on the RIS phase shifts and it can
be alternatively expressed as

0 =3Q, @)

where Q = Pdiag(q1,q2, - ,qa) is the diagonal matrix
containing attenuation from the transmitter to the RIS with P
being the transmitted pulse in the frequency domain. Here, ®
collects the RIS phase shifts as

e—J¢1,1

P = :
e JPN1

e~ IbM 1

c (CNX]\I

; ®)

e~ ION. M
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Algorithm 1 RIS phase shift design
Input: ¥, Q, p

Output: &

Initialization: ®, such that |[®¢]; ;| = 1,Vi,j
1. fork=1,2,--- ,MaxIter do
2 @y — By — pVeJ(®) with Vg from (12)
3. P — eJangle(®y11)

return @y, ricr

Thus the measurement matrix is
D =®QW. 9

The design of the compressed sensing measurement matrix
reduces to the design of ® as Q and ¥ are determined by the
imaging scene.

The problem of designing the RIS phase shifts to mini-
mize the mutual coherence can now be stated as

(P) minimize J(®) = |¥'Q"@" Q¥ - I|%

subjectto  |[®]; ;| =1, 1<i,j<K, (10)
where the unit modulus constraint is due to the passive nature
of the RIS. Here, we work with the unnormalized measure-
ment matrix for simplicity.

To obtain the mutual coherence optimal phase shifts, we
solve (P) in an iterative manner using projected gradient de-
scent. Let ®;, denote the RIS phase shifts at iteration k. The

update equations are given by

Bji1 = B — pVar J(P)

Bpyy = ), (11)

where the gradient is given by
Ve-J(®) = &,.Q¥(T"Q"®,9,Q¥ - 1)T"Q", (12)

where (-)* denotes complex conjugation and p is the step size
which also includes the scaling term in gradient (12). The
projection onto the unit circle ensures that each iterate ® 1
has unit modulus entries. We repeat (11) until convergence.
This design procedure is summarized as Algorithm 1.

5. EXPERIMENTS

This section presents several numerical experiments to demon-
strate the proposed method. The transmitter and the receiver
are located at lyy = [0.2,0.1,0.1] m and 1, = [0,0.7,0] m,
respectively. The transmitter and the receiver are assumed to
have a gain of 1 towards the direction of RIS and a power
efficiency n = 1. The sensing system is assumed to operate
at a carrier frequency of f. = 10 GHz with a corresponding
wavelength A = 30 cm and at a sampling rate of 0.5 MHz.
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Fig. 1: (a) Sensing scenario (point scatterers). (b) Recovery performance. (c) Sensing scenario (extended target). (d) Reconstructed scene.

For the time domain pulse p(t), we use a rectangular pulse
of unit amplitude with a width of 7 = 10us. We use a mea-
surement from a single frequency, i.e., w = 2710'° rad/s and
o = 0.01. The RIS is modeled as a uniform rectangular array
with M = 20 x 20 elements with an inter-element spacing of
A/4. The RIS is located on the YZ plane with the bottom left
corner at the origin (0, 0,0) m. To design the phase shifts, we
use a step size of p = 0.01 and MaxIter= 1000. Next to
the designed phase shift matrix according to Algorithm 1, we
also use the first N rows of an M x M DFT matrix as the
phase shift matrix for comparison.

We assume that the true targets lie on the target grid
(i.e., the image pixel). To form the dictionary ¥, we dis-
cretize the target scene into a rectangular grid of K = 100
points with 10 grid points along the range and 10 grid points
along the (azimuth) cross-range, with each grid point sep-
arated by 20\ ~ 60 cm. We evaluate the performance of
the proposed method in terms of the probability of error in
support recovery P.. Specifically, let ¢,y and itar,k de-
note the true and estimated grid indices of the kth target,
respectively. Let T' be the number of targets. We define
P, =EK [% Zle 1(iare # %tar,k)}, where the expectation
is with respect to different noise realizations and 1(-) is an
indicator function with 1(TRUE) = 1 and 1(FALSE) = 0.
In this work, we compute the expectation empirically using
500 independent noise realizations.

We begin by considering a scenario where each target
is modeled as a point scatterer. Specifically, we consider 3
point targets at locations (5.6,0.6,0) m, (9.2,2.4,0) m, and
(6.2,4.8,0) m as shown in Fig. 1(a). We present the impact
of the number of measurements N on P, for different val-
ues of M in Fig. 1(b). For reference, we have also presented
the performance of the proposed scheme in a noiseless set-
ting. The proposed scheme is significantly better than the
DFT matrix-based RIS phase shifts. With M = 400, the
proposed scheme succeeds in estimating the correct support
for more than 60% with as few as 12 measurements. On the
other hand, for DF'T, the correct support is only estimated in
about 10% for N = 12, clearly demonstrating the necessity to
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appropriately design the RIS phase shifts. As expected, with
an increase in N, the sparse recovery algorithms perform bet-
ter and lead to a smaller P, with the proposed design. For
large values of N, we observe that the performance saturates
for the noisy scenario. This is because of the inevitable er-
ror floor arising from additive noise at the receiver. On the
other hand, for a noiseless setting (o = 0), the sparse recov-
ery is perfect once we acquire the required minimum number
of measurements. We also observe that the sensing perfor-
mance, in general, increases with an increase in the RIS size.

Next, we consider a more challenging scenario with ex-
tended targets. For this setting, we use 0 = 0. We aim to
sense an object, which we model as a collection of several
point scatterers. Specifically, we sense an object having the
shape of the English alphabet “T” as illustrated in Fig. 1(c).
We use a grid size of K = 100 and N = 20 measurements
to reconstruct the scene. The reconstructed scene is shown in
Fig. 1(d). The proposed scheme reconstructs the target scene
reasonably well despite having only a single RF chain on both
the transmitter and the receiver, clearly demonstrating the ad-
vantages of using an RIS for radar imaging.

6. CONCLUSIONS

In this paper, we considered the problem of radar imaging
using active sensing in a system with a single antenna trans-
mitter, a single antenna receiver, and an RIS. Specifically,
we used RIS as a coded aperture mask to introduce inten-
tional geometric delays through different phase profiles. We
developed a sparse sensing-based framework for radar imag-
ing with RIS and presented an iterative algorithm to design
the RIS phase shifts to obtain minimally coherent measure-
ments at the receiver. Through numerical simulations, we
demonstrated that the proposed method offers superior sens-
ing performance compared to a system with arbitrary RIS
phase shifts for both point and extended targets.
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