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Abstract

Ovarian abnormality like polycystic ovarian disease (PCOD) is one of the most com-

mon diseases among women worldwide. PCOD not only has an impact on infertility

but also hurts the psychological well-being of women affecting their quality of life. In

this study, a two-class pattern learning problem is designed for the classification of

PCOD. In total, 37 clinical parameters and abdominal ultrasound images of women

are collected under the proper ethical protocol. Using only clinical data, an accuracy

of 93.7% is obtained using Random Forest as the classifier which is further improved

to 95.54% by using a Randomized Search CV during Random Forest classification.

The ultrasound images are classified using the proposed Attention-UNet architecture

and a mean Dice score of 0.945 is obtained indicating more accurate segmentation.

The segmented images are passed through the state-of-the-art EfficientNet B6 for

the classification of PCOS and non-PCOS and recorded an accuracy of 95.47%. Using

big data architecture Pyspark, the performance is further enhanced to 96.8% and

96.3% for clinical and ultrasound images respectively along with the reduced compu-

tational speed. The results of these classifiers are then used to create metadata and a

customized Artificial Neural Network is applied for the final prediction of PCOD and

non-PCOD. From the results, it can be seen that the stacking model outperformed

with an accuracy of 98.12% when compared to the single classifier. Our proposed

method has very good performance with less computation, contributing a new archi-

tecture to evaluate PCOD and hence helping to improve the wellness of women.
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1 | INTRODUCTION

Ovarian carcinoma (OC) is most common in women after breast carcinoma. It is the 5th most common cancer resulting in death. Ovarian tumours

are very difficult to detect until they spread to the pelvic and stomach region (Bharati et al., 2020). It is a type of cancer that is asymptomatic in

nature and this affects the peritoneum region of ovaries and fallopian tubes. In 2022 reports 295,414 women were subjected to ovarian cancer

in the world out of which only 60% of women survived and recovered by various diagnosis methods (Tiwari et al., 2022). Metastasis of tumour

cells leads to a high risk to women's life. Based on origin ovarian carcinoma is classified as epithelial and tube ovarian cancer, however, epithelial

ovarian cancer is the most common carcinoma accounting for 90% (Bharati et al., 2021). The tumours can be benign or malignant. OC has the
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highest mortality rate when compared to other gynaecological cancers. By growing technique detection is made easy, though it is asymptomatic.

Images can be taken through Magnetic Resonance Imaging (MRI), Computed Tomography (CT), and Ultrasound sonography (Danaei Mehr &

Polat, 2022). MRI is the best technique to classify malignant and benign tumours in the ovary (Bharati et al., 2021). Using ML and DL algorithms,

various models were proposed to detect the tumours in early stages. Some models help in the identification of benign and malignant tumours,

and various models focus on diagnosis and treatment measures. If ovarian tumours are detected in the early stage, then recovery is more likely

(Bharati et al., 2021). Basic treatment involves chemotherapy and surgery in the long run.

1.1 | Big data tools used for biomedical applications

The volume of information flowing in continuously from different sources is increasing (Thara & Divya, 2021), especially with the development of

technology. Big data platforms could be useful in storing and processing the growing volume of data in this situation. A big data platform is a big

data management integrated computing solution that combines several software platforms, applications, and hardware. It is a one-stop architec-

ture that handles all of a business's data needs, regardless of the quantity and size of the data at hand. Because of their effectiveness in managing

data, enterprises are increasingly using big data platforms to collect a ton of data and transform it into organized, usable business insights (Silva

et al., 2022).

Big data platforms that are both open source and commercially available are currently inundating the market. They offer various capabilities

and characteristics for application in a big data context. The following crucial characteristics should be present in any good big data platform:

1. Capability of incorporating new software and technologies by changing business requirements.

2. Support for many data formats.

3. Capability to handle enormous amounts of streaming or at-rest data.

4. Possession of a wide range of conversion tools to convert data to various desired formats.

5. The ability to support linear scalability.

6. The capacity to handle data at any speed.

7. The availability of tools for searching through enormous data sets.

8. The capacity for rapid deployment.

9. The availability of tools for data analysis and reporting needs.

The magnitude and complexity of the data, the needs for processing and analysis, and, of course, the budget all play a role in selecting the

best big data platform.

The two main objectives of this work are: To detect and classify the presence of polycystic ovarian disease (PCOD) using the clinical parame-

ters and to segment and classify the PCOD using ultrasound images. To achieve these objectives, the following contributions were made:

1. Using the customized attention UNet model, semantic segmentation is carried out on ultrasound images to detect the PCOD.

2. The segmented results obtained from the attention UNet model are further classified using the state-of-the-art convolution neural networks

(CNN) models. The results with and without the attention layer are compared.

3. On the clinical parameters, various ensemble techniques are used for the diagnosis of PCOD. The results of the best classifier are further fine-

tuned using hyperparameter tuning techniques.

4. One of the main contributions of this paper is the combining of the clinical parameters and the ultrasound images to get better results. As

directly combining them is difficult, the results obtained from the classification results of the two data are combined together to form meta-

data. Artificial Neural Network is used on this metadata to identify the presence or absence of PCOD.

The paper is organized as follows: Section 2 reports the detailed literature survey, Section 3 provides the architecture framework and the

methodology, Section 4 gives the detailed implementation of the results and Section 5 concludes the paper.

2 | LITERATURE SURVEY

As there are very limited works carried out in the detection of ovarian abnormalities using big data tools, the entire literature survey is divided into

two sections. Section 2.1 describes the detection of ovarian abnormalities using machine learning algorithms and Section 2.2 describes the diag-

nosis of abnormalities using deep learning.
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2.1 | Ovarian cancer using machine learning algorithms

Table 1 gives the list of works using machine learning algorithms. Zheng Zhang et al. (Bharati et al., 2020), in their research work, compared vari-

ous Machine Learning algorithms like Logical Regression Classifier (LRC), CNN, and Internet of Medical Things (IoMT) for the prediction of ovarian

cancer. The author has considered the dataset of Ultra Sound Images to examine the tumours in pregnant women. The Ultra Sound Images

through CNN showed an increase in obstetric perinatal and maternal mobility rates. Nasser Taleb et al. (Tiwari et al., 2022) used several Machine

Learning algorithms in their research work such as support vector machine (SVM), and K-Nearest Neighbour (KNN). The author used a dataset

having 14 parameters for the prediction of ovarian cancer and obtained an accuracy of 98.1% using SVM and 97.16% using KNN. Adithya et al.

TABLE 1 Existing works using machine learning models.

Year of
issue Author Dataset Objective Method Result

2020 Zheng Zhang

et al.

Ultrasound

images

To examine

the tumours

in pregnant

women

Logistic regression classifier (LRC),

convolution neural networks

(CNN), internet of medical things

(IoMT)

Ultrasound images employed through

CNN show increased obstetric

perinatal and maternal mobility rates

2022 Nasser Taleb

et al.

14 parameters Diagnosis for

ovarian

cancer

Support vector machine (SVM),

K-nearest neighbour (KNN)

The proposed model can detect

tumours and this model was verified

by SVM and KNN with an accuracy of

98.1% and 97.16%

2021 Adithya et al. Kaggle dataset To classify

benign

tumours and

malignant

tumours

Random forest The accuracy of the model was the

same as the other DL models and

better than traditional ML models

2016 Hemitha

Pathak

et al.

120 patients To classify

benign

tumours and

malignant

tumours

Grey level co-occurrence algorithm

(GLCM), support vector machine

(SVM), RELIEF-F

The proposed system was fully

automated and features were

evaluated using the relief-f algorithm

and obtained 92% accuracy

2022 Francesca

Arezzo

et al.

64 patients Prediction of

progression-

free survival

in patients

Logistic regression, random forest

(RFF), K-nearest neighbour (KNN)

Using RFF best ML model was

developed for predicting 12-month

PFS with 93.7% accuracy.

2022 Jiaojiao Li

et al.

470 patients,

1316

radionics

features

Classifying

type-1 and

type-2

epithelial

ovarian

cancer

Random forest, logistic regression,

Naïve Bayes, K-nearest neighbour

(KNN), extreme gradient boosting

The combined model using three ML

algorithms gave the best performance

of 93.4% and was successfully able to

differentiate type-1 and type-2

2022 Amir Sorayaie

Azar et al.

Four

parameters

Predictors of

ovarian

cancer

Random forest, decision tree,

adaptive boosting, K-nearest

neighbour (KNN), extreme gradient

boosting, support vector machine

(SVM)

Using the RFF method an ML model

was developed for predicting cancer

with an accuracy of 88.72%

2021 Laboni Akter

and Nasrin

Akhter

PLCO dataset To predict

cysts in the

ovary using

ultra-

sonography

Random forest, K-nearest neighbour

(KNN), extreme gradient boosting

Using the RFF method highest accuracy

was obtained that is, 99.50%

2018 Oliver Klein

et al.

20 patients Classifying

epithelial

ovarian

cancer

Convolution neural networks (CNN),

support vector machine (SVM)

CNN technique was employed with

85% accuracy and therefore classified

different types of epithelial cancer

2020 Youg'ai Li

et al.

501 women Differentiating

malignant

ovarian

tumours

ROC, CHI-SQUARE test, diffusion-

weighted imaging (DWI), apparent

diffusion coefficient (ADC)

Using the ML algorithm, a model was

developed to differentiate the

tumours in patients and obtained an

accuracy of 90.2%
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(Danaei Mehr & Polat, 2022) considered the Kaggle dataset to analyse Benign tumours and Malignant tumours using a machine learning algorithm

named Random Forest. The accuracy of the model was found to be the same as the other deep learning models and better than traditional

machine learning models. Hemitha Pathak et al. (Thara & Divya, 2021) considered several machine learning algorithms like the Grey level co-

occurrence algorithm (GLCM), SVM, and RELIEF-F. The author considered a dataset of 120 patients to analyse Benign tumours and Malignant

tumours. The author obtained an accuracy of 92% using the RELIEF-F algorithm. Francesca Arezzo et al. (Silva et al., 2022) have worked on sev-

eral machine learning algorithms such as Logistic Regression, Random Forest (RFF), and KNN to predict the progressive free survival of patients

undergoing ovarian cancer. The authors obtained an accuracy of 93.7% using the RFF model that predicted 12 months of Progression Free

Survival.

Jiaojiao Li et al. (Bharati et al., 2021) have worked on different machine learning algorithms like Random Forest, logistic regression, Naïve

Bayes, KNN, and Extreme gradient boosting considering a dataset having 470 patients and 1316 radio mics features which classifies an image as

Type-1 and Type-2 epithelial ovarian cancer. The authors obtained an accuracy of 93.4% using a combined model of three Machine Learning algo-

rithms that could successfully differentiate Type-1 and Type-2 cancer. Amir Sorayaie Azar et al. (Rachana et al., 2021) considered a dataset having

four parameters for the prognostication of ovarian cancer using different Machine Learning algorithms like Random Forest, Decision tree, Adap-

tive boosting, KNN, Extreme gradient boosting, and SVM. The author obtained an accuracy of 88.72% using the RFF method. Laboni Akhter and

Nasrin Akhter (Tanwar et al., 2022) used several machine learning algorithms namely Random Forest, KNN, and Extreme gradient boosting for the

prediction of cysts in the ovary, considering the PLCO dataset. The author obtained an accuracy of 99.50% through the RFF method. Oliver Klein

et al. (Hassan & Mirza, 2020) has considered a dataset of 20 patients for the categorization of epithelial ovarian cancer using different Machine

Learning algorithms like CNN and SVM. The author obtained an accuracy of 85% through the CNN technique. Youg'ai Li et al. (Zhang et al., 2021)

have considered various evaluation criteria such as ROC, CHI-SQUARE TEST, diffusion-weighted imaging (DWI), and apparent diffusion coeffi-

cient (ADC) to distinguish Malignant tumour considering a dataset of 501 women. The author obtained an accuracy of 90.2% using these ML

models.

2.2 | Ovarian cancer using deep learning algorithms

Table 2 lists the works carried out for ovarian cancer prediction using deep learning methods. Ching-Wei-Wang et al. (Khanna et al., 2023) dealt

with four kinds of tissue samples to suggest treatment for ovarian cancer. Their research work considered Kaplan–Meier PFS analysis, and the

Cox proportional hazard regression model for proposing the AIM2-DL model which inferred reduced development of tumours after a cycle of

suggested treatment with an accuracy of 92%. Giacomo Avesani et al. (Baweja & Kanchana, 2023) in their research work examined 218 patients

to identify predictors of cancer such as gene mutation. Using CNN a radio mic model was proposed getting an accuracy of 74%. This model identi-

fied BRCA gene mutation in patients and subjected them to OC. Tsukasa Saida et al. (Swamy & Nandini Prasad, 2022) considered 365 patients

and proposed a diagnosis method for Ovarian cancer. Based on MRI images of patients, a DL algorithm like CNN was employed to suggest a diag-

nosis method for curing ovarian tumours with a performance of 89%. Yasuyo Urase et al. (Reka & Elakkiya, 2022) examined 50 cases, sparse sam-

ples, and CT images to detect the metastasis of ovarian tumours. Using DL algorithms like Residual Encoder-Decoder Convolution Neural

Network (RED-CNN) a model was developed to detect metastasis in patients with an accuracy of 95%.

Guangxing Wang et al. (Hdaib et al., 2022) considered 74 patients to identify malignant tumours in patients. In their research work, they

employed DL algorithms like Convolution Neural Networks to propose a model which can detect the presence of malignant tumours in patients.

Lei Zhang et al. (Sreejith et al., 2022) dealt with Ultrasound images and features of images of CT and MRI for early detection of ovarian cancer.

Their work used Uniform Local Binary Pattern, deep learning network, and Cost-sensitive Random Forest to propose a model which detects the

lesions formed and malignant tumours in patients. Chengzhu Wu et al. (Inan et al., 2021) considered 988 image samples for classifying tumours

formed in patients. They used DL algorithms like CNN to develop a model to classify tumours in patients which were on par with medical staff.

Shuo Wang et al. (Guha et al., 2022) examined 245 patients for predicting the serious formation of tumours in ovaries and fallopian tubes. Using

DL analysis like Kaplan–Meier PFS analysis, and Cox proportional hazard regression model one can detect metastasis of tumours at serious stages

of carcinoma with an accuracy of 71.2%. He-Li-Xu et al. (Bhardwaj & Tiwari, 2022) examined MRI images for the identification of tumours in

patients. The model proposed using a DL algorithm like CNN can identify the tumour cells in patients. Rania M. Ghoneim et al. (Prapty &

Shitu, 2020) considered Multi-Modal data for the diagnosis of ovarian tumours. Using DL algorithms like the long short-term memory model and

CNN, they propose a model which will give ***more precise treatment for Ovarian tumours. Ashwini et al. (Hegde & Kodipalli, 2022; Kodipalli &

Devi, 2021; Kodipalli & Devi, 2023; Kodipalli, Devi, et al., 2022; Kodipalli, Fernandes, et al., 2023; Kodipalli, Guha, et al., 2022; Kodipalli, Gururaj,

et al., 2023; Ruchitha et al., 2022), contributed extensively to the detection of PCOS using a questionnaire and found that Fuzzy TOPSIS out-

performed the SVM algorithm (Kodipalli & Devi, 2021). Watershed and active contour random walker were used in (Ruchitha et al., 2022) for

segmenting the ovarian tumour and it was found that the watershed algorithm outperformed the active contour random walker algorithm. The

mental condition of women suffering from ovarian cancer was analysed in Kodipalli & Devi, 2023 and Hegde and Kodipalli (2022)) and it was

found that women with ovarian cancer have more mental problems compared to women without ovarian cancer. The novel variant of the CNN
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model to classify ovarian tumours as benign or malignant was proposed in (Kodipalli, Guha, et al., 2022) and the proposed model outperformed

the state-of-the-art architectures of 2014 winning architectures of ILSVRC. The novel single pipeline architecture for segmenting and classifying

the tumours was proposed in (Kodipalli, Devi, et al., 2022) which not only outperformed in terms of time but also accuracy. The novel inverted

fuzzy c means architecture for the accurate detection of ovarian tumours was proposed in (Kodipalli, Fernandes, et al., 2023). The performance of

UNet and Transformers was compared in (Kodipalli, Gururaj, et al., 2023) and it was observed that Transformers performed better in malignant

lesion detection.

2.3 | Motivation

The process of working with large medical datasets which contain multiple dimensions and analysing the patterns in the data is tedious in itself

but is crucial. In the current trend, while PCOD is a prevalent disease, it is necessary to dig into the root cause of the disease itself which can be

done through extensive data mining and identifying the correlation between attributes. Although similar work has been done using basic machine

learning algorithms and deep learning, the effectiveness of analysis increases when the metadata is created and prediction is done using metadata.

Big data tools like Pyspark and Hadoop have been used as they not only provide accurate predictions but also trace the factors affecting each

individual based on these factors. These big data tools are built to handle such large complex datasets, process, store, and analyse data from

TABLE 2 Existing works using deep learning models.

Year

of
issue Author Dataset Objective Method Result

2022 Ching-Wei-

Wang et al.

Four kinds of

tissue sample

Treatment for

ovarian cancer

Kaplan–Meier PFS analysis,

Cox proportional hazard

regression model

AIM2-DL model developed using the DL

algorithm with an accuracy of 92% can

distinguish the low recurrence of tumours

after treatment.

2022 Giacomo

Avesani

et al.

218 patients Predictors like

gene mutation

in cancer

patients

Convolution neural network

(CNN)

Radiomic models helped in predicting BRCA

mutation at the early stages of cancer using

CNN with an accuracy of 74%

2022 Tsukasa Saida

et al.

365 patients Diagnosis for

ovarian tumours

Convolution neural network

(CNN)

CNN method suggested some diagnosis

methods based on MRI with an accuracy of

89%

2020 Yasuyo Urase

et al.

50 test cases,

Sparse-

sampling and

CT images

Detection of

metastasis in

ovarian tumours

Residual encoder-decoder

convolution neural

network (RED-CNN)

Using the DL algorithm a model was developed

to detect metastasis with an accuracy of 95%.

2022 Guangxing

Wang et al.

74 patients Identification of

tumours in

patients

Convolution neural network

(CNN)

Using CNN 99.7% accuracy is obtained in

identifying malignant tumours

2019 Lei Zhang

et al.

Ultrasound

image

features

Early detection of

ovarian

carcinoma

Uniform local binary

pattern, deep learning

network, cost-sensitive

random forest

Results inferred distinct lesions in malignant and

benign tumours in patients

2018 Chengzhu Wu

et al.

988 image

samples

Classification of

tumours based

on ultrasound

images

Convolution neural network

(CNN)

Using DL algorithm classification was on par

with medical staff.

2019 Shuo Wang

et al.

245 patients Prediction of

serious tumours

in the ovary

Kaplan–Meier PFS analysis,

Cox proportional hazard

regression model

Using DL analysis one can detect metastasis of

tumours at the serious stage of carcinoma

with an accuracy of 71.2%

2022 He-Li-Xu et al. MRI images Identification of

tumours in

patients

Convolution neural network

(CNN)

The model proposed using the DL algorithm can

identify the tumour cells

2021 Rania M.

Ghoneim

et al.

Multi-modal

data

Diagnosis for

ovarian tumours

Long short-term memory

model, convolution neural

network (CNN)

The proposed model will give more precise

treatment for ovarian tumours
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various sources and provide insightful instances based on genetic information, lifestyle factors, and relevant features. It can be observed that by

the combination of Pyspark, Hadoop, and ML algorithms, the effectiveness of predicting PCOS has increased drastically while also providing early

detection patterns, better diagnosis, optimized treatment, and improved patient response. PCOD being a lifestyle disorder cannot be trained by

just a few samples and it is crucial to identify underlying patterns to provide the best treatment to a patient and can be done by the collaboration

between big data and machine learning.

3 | METHODOLOGY

3.1 | Dataset

The dataset used in the research work is obtained from SDM College of Medical Sciences and Hospital, Dharwad. There were approximately

5000 patients' data collected over the past 5 years. From each patient, both clinical data and ultrasound images were collected. The entire process

is approved by the ethical clearance committee of the hospital. The clinical data obtained is in the CVS file containing 4700 rows and 37 columns

of data for predicting PCOS and 4700 ultrasound-scanned images for detecting PCOD. CSV file contains the attributes such as regularity in the

periods, cycle length, and hormonal test parameters such as TSH, FSH, and so forth for the initial screening of the PCOD and further, the presence

of PCOD is confirmed with the processing of ultrasound images.

3.2 | System design

The current work aims to develop the prediction model for the segmentation and classification of PCOD using clinical data and using ultrasound

images. This study includes women of age between 15 and 30 who visited SDM College of Medical Sciences and Hospital, Dharwad. Women

who were suffering from PCOD and had a history of PCOD in the family who visited the hospital for checkups and follow-ups were included in

the study. The ethical approval committee of the hospital has approved the study and the data has been collected from the hospital. This study

involved the radiologist annotating the lesion of interest in the ultrasound images and the gynaecologist providing the clinical parameters data.

Women who are having serious illnesses related to the ovaries such as ovarian cancer and pelvic cancer are excluded from this study. The

implemented results are validated by an expert practitioner.

3.3 | Architecture framework

3.3.1 | Segmentation

The segmentation architecture is shown in Figure 1.

The segmented model used the UNet architecture and integrated the attention model with the decoder units. Further, we proposed an

attention model with the decoder blocks to enhance the segmentation prediction. The architecture consists of a skip connection which

reduces the inconsistency in feature learning. The model also has spatial attention with sequential channels. The overall proposed architec-

ture is shown in Figure 1. The sequential channel and the spatial attention are used to enhance the clarity of the encoding module by intro-

ducing the attention units to generate channel attention focusing on “what” is meaningful given an input image and spatial attention which

focuses on “where” is the informative region by exploring inter and intra-feature relationships. Features that give information about the

geometry, size, and shape of the follicles hold an important role in the detection of the presence of PCOD. Along with these features, the

details like histogram features, centroid coordinates, and Eigenvalues of the image including entropy, and skewness are also extracted for

clear segmentation of PCOD.

3.3.2 | Big data

The data is given to the Kafka producer and is processed in parallel using Pyspark and is collected at the consumer end using Kafka consumer.

During the data processing, the ensemble learning algorithm is applied to the dataset which is a pre-trained model in the consumer end that pre-

dicts PCOD. The ensemble classification process assigns the class to the incoming data and thus using Pyspark, apache Kafka with ML classifier,

parallel processing is achieved with low latency, low runtime, and high accuracy.

6 of 14 KODIPALLI ET AL.
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Pyspark is thus a powerful tool to predict PCOS as it integrates data processing, machine learning, and parallel processing via map reduction

and scalability while interacting with the Python ecosystem. Pyspark offers tools and libraries and provides methods including correlation analysis,

principal component analysis (PCA), and feature hashing. Pyspark integrates with MLlib, Spark's inbuilt ML library, which provides a range of dis-

tributed machine learning algorithms that can be applied to the preprocessed PCOS datasets to build predictive models. Pyspark then deploys

these saved models on large-scale datasets and does parallel processing for faster computation. ML algorithms such as random forests, decision

trees, CNN, and support vector machines can be utilized to predict the likelihood of PCOS. This enables rapid PCOS prediction by efficient

processing of massive medical datasets, enhanced feature engineering, scalable machine learning model training, and real-time analytics.

The working of Pyspark is as follows. Data is stored in HBase and accessed by the consumer by reading the data through HBase. HBase is a

column-based NOSQL data store that enables the data to be accessed randomly by using basic queries. This solves the problem inherent in

Hadoop of accessing the data sequentially.

Using this HBase we can perform multiple read-write operations. Data read through HBase is given to the Hadoop streaming infrastructure

that reads data, combines them into streams, and processes it using the Map-Reduce pattern. Map reduce is a sequence of two tasks: map and

reduce. The map task reads the data and converts them into key-value pairs. Reduce task combines the output thus obtained and reduces the

amount of data. These streaming-processing techniques are mainly used to reduce time complexity, reduce latency, enable fast computations, and

reduce the amount of data to be processed. By applying partitioning, we can increase the number of reduced operations and by applying combin-

ing we can reduce output much more efficiently and quickly. To improve the parallelism, we use pipelines wherein the output of one reduce

serves as input to a conjoined map. This process of computation is made to run in multiple nodes to enable complete utilization of resources and

enable multi-threaded parallel processing. This processed data is stored in HBase. Producers can access this data directly from HDFS or through

HBase. The architecture framework is shown in Figure 2.

Map Reduce when integrated with Pyspark provides features such as fault tolerance and efficient cluster management as it uses HDFS and

complex API thus increasing computing capacity. The use of map reduce in our work appears in various steps. Initially, the data is divided and dis-

tributed across nodes in a cluster to provide faster computation via scaling by distributing the workload. In each of these nodes, data is cleaned

and preprocessed. It undergoes feature extraction, dimensionality reduction, and PCA. For multiple iterations-based algorithms, each iteration

gets subsequently carried out in different nodes thus speeding up the training process. Thus, map reduce helps speed up the entire process by

enabling parallel distribution and maximum utilization of computational resources.

F IGURE 1 Customized U-Net attention model.
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3.3.3 | Proposed architecture framework using stacking

The current research work uses the metadata for the accurate prediction of PCOD and non-PCOD. For accurate prediction, the predictions from

the Random Forest, SVM, EfficientNet B6, and NASNet Large models are combined using the Maximum Voting combination selection scheme.

The labels from the original dataset are augmented to the metadata dataset. On the newly generated metadata, the customized ANN model with

four hidden layers of varying number of neurons in the hidden layer is used. For better performance, the dropout value of 0.2 is used at the input

and at all the hidden layers. The detailed architecture framework is given in Figure 3.

4 | RESULTS AND DISCUSSION

The results are represented in five sections. Section 4.1 provides the implementation details. Section 4.2 describes the segmentation and classifi-

cation of the ultrasound images using a computational model. Section 4.3 describes the prediction of PCOD using various ensemble learning

models. Section 4.4 describes the comparison of the results with and without using Big data tools. Section 4.5 provides the stacking results.

4.1 | Implementation details

Using bicubic interpolation, all the images are resized to 512 � 512 pixels. The batch size was set to 64 and every model was trained up to 1000

epochs. A final fully connected layer with ReLU activation function has 256 hidden neurons followed by a dropout layer with a probability of 0.5

to prevent overfitting. Adam optimizers are used with the parameter values (beta 1 and beta 2) set to 0.6, 0.8, and the learning rate is 0.0001. The

last dense layers of all architecture are modified to output two classes corresponding to benign and malignant. All pre-trained CNN models are

fine-tuned separately. The training and testing of the proposed architecture is implemented using Python using the Keras package and run on

Nvidia RTX 3060 GPU with 32 GB RAM.

4.2 | Segmentation and classification results of ultrasound images for the detection of PCOD

The metrics used to measure the performance of the segmentation are the dice score and the Jaccard score. The dice score is given below:

Dice¼2� j S\G j
Sj jþ jG j ,

DATA 

COLLECTION

DATA 

PREPROCESSING

ML ALGORITHMS 

(ENSEMBLERS)

OPTIMIZATION OF 

RANDOM FOREST 

(BEST MODEL)

SAVING THE 

OPTIMIZED MODEL 

AS BASE MODEL

SAVING THE 

OPTIMIZED MODEL 

AS BASE MODEL

MAP-REDUCE

OUTPUT DATA IS STORED 

CLASSIFIED DATA THAT STATES 

PRESENCE/ABSENCE OF PCOD & 

OVARIAN TUMOUR

PREPROCESSED DATA 

STORED IN HBASE

F IGURE 2 Architecture framework for the prediction of polycystic ovarian disease (PCOD) using the Apache Spark.
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where G is the ground truth and S is the segmented image.

Jaccard¼ dice
2�dice

:

The evaluated values of Dice and Jaccard scores will be in the range of 0 and 1. Higher the value the better the segmentation result

is. Figure 4 provides the segmented results using the Attention-UNet model.

From Table 3, it can be inferred that the proposed attention with the UNet model has outperformed the UNet model without attention. The

UNet model performed well for those images where the PCOD has grown well and showed less performance in those images where the PCOD is

uncertain. The CNN models—NASNetLarge and EfficientNet B6 are used for the classification of the segmented PCOD. The computed results are

shown in Table 4.

The segmented results from the U-Net Attention model are classified using the state-of-the-art CNN models—NASNetLarge and EfficientNet

B6. Then the segmented tumours are passed to the classifier, from Table 4, it is observed that the classifier performed well on the Attention-

U-Net model and produced the results the accuracy of 94.78% and 95.47% respectively by NASNetLarge and EfficientNet B6.

F IGURE 3 Detailed architecture framework.

KODIPALLI ET AL. 9 of 14
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4.3 | Prediction of PCOD using machine learning algorithms

The metrics used to measure the performance of the model are Accuracy, Precision, Recall, and F1 score. Mathematically the metrics are

described below:

F IGURE 4 The segmented results using the attention-UNet model: input image (Left), ground truth (middle), and segmented results (right).

TABLE 3 Quantitative comparison of average dice and Jaccard score of the UNet model with and without attention gates.

Attention—UNet UNet

Dice Jaccard Dice Jaccard

Background Foreground Background Foreground Background Foreground Background Foreground

Mean 0.9966 0.945 0.9933 0.9107 0.9875 0.939 0.9833 0.9098

Median 0.99664 0.99331 0.99331 0.96397 0.98773 0.98779 0.98559 0.95784

Std. Dev 0.00091 0.1039 0.00181 0.14989 0.00089 0.1055 0.00176 0.14122

TABLE 4 Classification results of different state-of-the-art convolution neural networks classifiers.

Algorithms

Attention—UNet UNet

Accuracy (%) Precision (%) Recall (%) Accuracy (%) Precision (%) Recall (%)

NASNetLarge 94.78 95.45 95.38 93.26 92.57 72.37

EfficientNet B6 95.47 95.81 94.10 94.13 94.00 89.78

10 of 14 KODIPALLI ET AL.
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Accuracy¼ TPþTN
TPþTNþFPþFN

�100,

Precision¼ TP
TPþFP

�100,

Recall¼ TP
TPþFN

�100,

F1 score¼2�Precision�Recall
PrecisionþRecall

:

The performance of the various machine-learning algorithms is shown in Table 5 and Figure 5.

From Table 5 and Figure 5, it is observed that Random Forest has performed the best when compared with ensemble learning models. Fur-

ther, the results are improved with the hyperparameter tuning techniques. The different tuning techniques used are randomized search CV, Grid

search CV, and Bayesian technique. Table 6 describes the improved results using tuning techniques. From the table, it is observed that the results

are improved and the Bayesian tuning technique has increased the performance of the Random Forest.

TABLE 5 Performance of various machine learning ensemble model.

Sl. No Learning model Accuracy (%) Precision (%) Recall (%) F1 score (%)

1. Random Forest 93.7 93.5 92.67 92.12

2. GradientBoost 89.54 89.88 89.91 89.59

3. AdaBoost 84.37 84.54 84.67 84.19

4. XGBoost 88.69 88.49 88.63 88.55

Accuracy Precision Recall F1 Score

80.00%

82.00%

84.00%

86.00%

88.00%

90.00%

92.00%

94.00%

96.00%

Random Forest GradientBoost AdaBoost XGBoost

Performance of Computational Models

Algorithms

P
er

fo
rm

an
ce

F IGURE 5 Performance of computational models.

TABLE 6 Improved Random Forest results using optimization techniques.

Sl. no. Optimization techniques

Random Forest

Accuracy (%) Precision (%) Recall (%) F1 score

1. Randomized search CV 95.54 95.67 95.23 95.49

2. Grid search CV 94.62 95.89 95 94.2

3. Bayesian 96.57 96.89 96.12 96.28
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4.4 | Comparison of the results on the big data platform

The ML model running on the big data platform provided 97.8% of accuracy in predicting the PCOD using clinical parameters; and 96.3% of accu-

racy in detecting the PCOD using ultrasound images. Because of Pyspark, batch processing is achieved and high accuracy is obtained in less than

a few minutes. The results of big data are then compared without using a big data platform. From Table 7, it is observed that the results not only

underperformed yet higher time consumption in prediction with the result of 95.54% accuracy in predicting the PCOD using clinical parameters

and 95.47% accuracy in detecting the PCOD using Ultrasound images.

The collaboration between Spark and ML has caused significant changes in the results obtained. The main reason for this noticeable increase

is that PCOS in most women relies on multiple medical, nonmedical/lifestyle factors and not just two or three factors, thus making it more impor-

tant to have a deep understanding of the root cause of PCOS to facilitate the patient to get the right treatment based on their issues. It becomes

crucial to identify the hidden patterns and recognize anomalies in the data which is highly effective when big data tools are used with ML. By

employing Hadoop, Spark, and Map Reduce, we discover valuable information that would otherwise go untraced using basic ML due to the

reduced computational demands of the complex dataset by the use of big data (BD) tools. These BD tools use statistical modelling methods to

improve the accuracy and distribute the load thus ensuring better performance without overlooking the accuracy of prediction.

4.5 | Stacking model

The Majority Voting combination scheme is used to create metadata from the predictions of models such as Random Forest, SVM, EfficientNet

B6, and NASNet large. The dataset contains eight features. On this metadata, the customized artificial neural network which is a meta learner was

applied for the prediction of PCOS and non-PCOS. From the results, it is inferred that the customized ANN model with four hidden layers and

with a dropout of 0.2 has outperformed the single classifiers as shown in Table 8.

5 | CONCLUSION

In this research work, we analyse the different methods to determine the presence of PCOD and ovarian tumours in women. As we know early

diagnosis and detection can help in prevention and cure. This work is purely based on detecting PCOD using machine learning algorithms in inte-

gration with big data tools.

First, we apply different ML algorithms to our dataset to check the speed and accuracy of computation, then optimize it using Randomized

Search, Grid Search, and Bayesian methods. As we have observed from the results obtained, Random Forest provides better accuracy after opti-

mization. This is the base model that is being used to process the data in Hadoop.

Hadoop supports many data types, that includes structured, semi-structured, and unstructured data, thus making it easy to analyse a large

variety of data like text or sensor photos, or medical images. As Hadoop interfaces with many other big data technologies, it enables more sophis-

ticated data processing like machine learning and real-time processing of data. Thus, we can extend this research to real-time data for instant diag-

nosis based on the model and data saved during the training phase. In Hadoop data is stored in HBase. Data is accessed by consumers and the

streaming process starts. Data is made to process in parallel by using Map Reduce and the base model which is saved is applied to it. Data is read,

processed, classified, and stored in HBase. HBase provides easy random access to users. Producers can read the output from HDFS or HBase.

Using this method of data processing using Hadoop, data is processed quickly, efficiently, with low latency, and with high accuracy. The accuracy

TABLE 7 Comparison of the results with big data and without big data.

Objective Model
Using apache spark as a
platform (%)

Without using apache spark as a
platform (%)

Predicting the PCOD using clinical

parameters

Random

Forest

96.8 95.54

Predicting the PCOD using ultrasound

images

EfficientNet

B6

96.3 95.47

TABLE 8 Performance of the stacking model.

Model Accuracy (%) Precision (%) Recall (%) F1 score (%)

Stacking 98.12 97.88 97.16 96.89

12 of 14 KODIPALLI ET AL.

 14680394, 2024, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/exsy.13498 by T

he L
ibrarian, W

iley O
nline L

ibrary on [20/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



of prediction increases significantly and a very large amount of data can be computed due to its distributed computing architecture. Further, the

predictions from all the classifiers are combined using a majority voting combination scheme, and the metadata is created. The predictions from

the metadata provided an accuracy of 98.12% and outperformed all the single classifiers. This approach gave a new direction in improving the

accuracy of the prediction model.
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