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Abstract. Bandyapadhyay et al. introduced the generalized minimum-
membership geometric set cover (GMMGSC) problem [SoCG, 2023],
which is defined as follows. We are given two sets P and P ′ of points in
R2, n = max(|P |, |P ′|), and a set S of m axis-parallel unit squares. The
goal is to find a subset S∗ ⊆ S that covers all the points in P while mini-
mizingmemb(P ′,S∗), wherememb(P ′,S∗) = maxp∈P ′ |{s ∈ S∗ : p ∈ s}|.
We study GMMGSC problem and give a 16-approximation algorithm
that runs in O(m2 logm+m2n) time. Our result is a significant improve-
ment to the 144-approximation given by Bandyapadhyay et al. that runs
in Õ(nm) time.
GMMGSC problem is a generalization of another well-studied problem
called Minimum Ply Geometric Set Cover (MPGSC), in which the goal is
to minimize the ply of S∗, where the ply is the maximum cardinality of a
subset of the unit squares that have a non-empty intersection. The best-
known result for the MPGSC problem is an 8-approximation algorithm
by Durocher et al. that runs in O(n+m8k4 log k+m8 logm log k) time,
where k is the optimal ply value [WALCOM, 2023].

Keywords: Computational Geometry · Minimum-Membership Geomet-
ric Set Cover · Minimum Ply Covering · Approximation Algorithms

1 Introduction

Set Cover is a fundamental and well-studied problem in combinatorial optimiza-
tion. Given a range space (X,R) consisting of a set X and a family R of subsets
of X called the ranges, the goal is to compute a minimum cardinality subset of
R that covers all the elements of X. It is NP-hard to approximate the minimum
set cover below a logarithmic factor [10,17]. When the ranges are derived from
geometric objects, it is called the geometric set cover problem. Computing the
minimum cardinality geometric set cover remains NP-hard even for simple 2D
objects, such as unit squares on the plane [11]. There is a rich literature on de-
signing approximation algorithms for various geometric set cover problems (see
[1,5,7,12,15]). Several variants of the geometric set cover problem such as unique
cover, red-blue cover, etc. are well-studied [6,13].

In this paper, we study a natural variant of the geometric set cover called the
Generalized Minimum-Membership Geometric Set Cover (GMMGSC). This is a
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generalization of two well-studied problems: minimum ply geometric set cover
and minimum-membership geometric set cover, which were motivated by real-
world applications in interference minimization in wireless networks and have
received the attention of researchers [3,4,8,9]. We define the problem below.

Definition 1 (Membership). Given a set P of points and a set S of geomet-
ric objects, the membership of P with respect to S, denoted by memb(P,S), is
maxp∈P |{s ∈ S : p ∈ s}|.

Definition 2 (GMMGSC problem). Given two sets P and P ′ of points in
R2, n = max(|P |, |P ′|), and a set S of m axis-parallel unit squares, the goal
is to find a subset S∗ ⊆ S that covers all the points in P while minimizing
memb(P ′,S∗).

1.1 Related Work

Bandyapadhyay et al. introduced the generalized minimum-membership geo-
metric set cover (GMMGSC) problem and gave a polynomial-time constant-
approximation algorithm for unit squares [3]. Specifically, they consider the spe-
cial case when the points in P lie within a unit grid cell and all the input unit
squares intersect the grid cell. They use linear programming techniques to obtain
a 16-approximation in Õ(nm) time for GMMGSC problem for this special case.
Here, Õ(·) hides some polylogarithmic factors. This implies a 144-approximation
for GMMGSC problem for unit squares.

We note that GMMGSC problem is a generalization of two well-studied prob-
lems: (1) Minimum-Membership Geometric Set Cover problem where P ′ = P ,
and (2) Minimum Ply Geometric Set Cover problem where P ′ is obtained by
picking a point from each distinct region in the arrangement A(S) of S.

Minimum-Membership Set Cover (MMSC) problem is well-studied in both
abstract [14] and geometric settings [9]. Kuhn et al. showed that the abstract
MMSC problem admits an O(logm)-approximation algorithm, where m is the
number of ranges. They also showed that, unless P=NP, this is the best pos-
sible approximation ratio. Erlebach and van Leeuwen introduced the geometric
version of the MMSC problem [9]. They showed NP-hardness for approximating
the problem with ratio less than 2 on unit disks (i.e., disks with diameter 1) and
unit squares. They gave a 5-approximation algorithm for unit squares that runs
in nO(k) time, where k is the minimum membership.

Biedl et al. introduced the Minimum Ply Geometric Set Cover (MPGSC)
problem [4]. They gave 2-approximation algorithms for unit squares and unit
disks that run in nmO(k) time, where k is the optimal ply of the input instance.
Durocher et al. presented the first constant approximation algorithm for MPGSC
problem with unit squares [8]. They divide the problem into subproblems by
using a standard grid decomposition technique. They solve almost optimally
the subproblem within a square grid cell using a dynamic programming scheme.
Specifically, they give an algorithm that runs in O(n+m8k4 log k+m8 logm log k)
time and outputs a solution with ply at most 8k+32, where k is the optimal ply.
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Bandyapadhyay et al. also gave a (36+ ϵ)-approximation algorithm for MPGSC

problem with unit squares that runs in nO(1/ϵ2) time [3,16].

1.2 Our Contribution

We first consider a special case of the GMMGSC problem called the line instance
of GMMGSC, where the input squares are intersected by a horizontal line and
the points to be covered lie on only one side of the line. Refer to Definition 4. We
design a polynomial-time algorithm (i.e., Algorithm 1) for this problem where
the solution has some desirable properties.

Next, we consider the slab instance of GMMGSC, where the input squares in-
tersect with a unit-height horizontal slab and the points to be covered lie within
the slab. Refer to Definition (3). As far as we know, there are no known approx-
imation results for this problem. We adapt the linear programming techniques
in [3] to decompose a slab instance of GMMGSC into two line instances of GM-
MGSC. We use Algorithm 1 to solve them. Then we merge the two solutions to
obtain the final solution. A major challenge was finding a solution for the line
GMMGSC which respects a key lemma (i.e., Lemma 1). This key lemma enables
us to obtain a solution with membership at most (8 · OPT + 18) for the slab
instance, where OPT is the minimum membership.

Finally, we give an algorithm for GMMGSC problem for unit squares that
runs in O(m2 logm+m2n) time and outputs a solution whose membership is at
most 16 ·OPT + 36. We divide GMMGSC instance into multiple line instances.
Then we use Algorithm 1 on the line instances. Finally, we merge the solutions
of the line instance to obtain the final solution.

For GMMGSC problem, we note that our result is a significant improvement
in the approximation ratio as compared to the best-known result of Bandyapad-
hyay et al [3]. For MPGSC problem, our result is a significant improvement in
the running time as compared to the best-known result of Durocher et al. while
achieving a slightly worse approximation ratio [8].

2 Generalized Minimum-Membership Set Cover for Unit
Squares

Let P and P ′ be two sets of points in R2 and S be a set of axis-parallel unit
squares. We want to approximate the minimum-membership set cover (abbr.
MMSC) of P using S where membership is defined with respect to P ′. First, we
divide the plane into horizontal slabs of unit height. Each slab is defined by two
horizontal lines L1 and L2, unit distance apart, where L2 is above L1. We define
an instance for the slab subproblem below. For an illustration, refer to Figure 1.

Definition 3 (Slab instance). Consider a set S of unit squares where each
square intersects one of the boundaries of a unit-height horizontal slab α. The
points of the set P to be covered are located within α, each point lying inside at
least one of the squares in S. Let P ′ be a set of points with respect to which the
membership is to be computed. The instance (P, P ′,S) is called a slab instance.
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Fig. 1. A slab instance and a line instance of GMMGSC.

In section 2.2, we solve the slab instance by decomposing it into two line
instances. In the following section, we define and discuss the line instance.

2.1 GMMGSC for the Line Instance

Definition 4 (Line instance). Consider a set S of unit squares where each
square intersects a horizontal line ℓ. The points of the set P to be covered are
located only on one side (i.e., above or below) of ℓ, each point lying inside at
least one of the squares in S. Let P ′ be a set of points with respect to which the
membership is to be computed. The instance (P, P ′,S) is called a line instance.

In the rest of this section, we design an algorithm for the line instance where
the points in P lie below the defining horizontal line. For the slab, it would be
the instance corresponding to the top boundary line L2 of the slab. Refer to
Figure 1 for an example. The algorithm for the line instance corresponding to
the bottom boundary line L1 is symmetric.

Let us introduce some notation first. For a unit square s ∈ S, denote by
x(s) and y(s) the x-coordinate and y-coordinate of the bottom-left corner of s,
respectively. For a horizontal line ℓ, denote by y(ℓ) the y-coordinate of any point
on ℓ.

We make the following non-degeneracy assumptions. First, no input square
has its top boundary coinciding with the slab boundary lines. Second, x- and
y-coordinates of the input squares are distinct. Note that a set Q of intersecting
unit squares also forms a clique in the intersection graph of Q, and vice versa.

In a set of unit squares S, two squares s1, s2 ∈ S are consecutive (from left
to right) if there exists no square t ∈ S such that x(s1) < x(t) < x(s2). If a
point p is contained in exactly one square s in a set cover S∗ of a set of points P ,
then p is said to be an exclusive point of the square s with respect to S∗. For
s ∈ S∗, the region in the plane, denoted by Excl(s), which is covered exclusively
by s is called the exclusive region of s with respect to a set cover S∗. For
si, sj ∈ S∗, the region in the plane, denoted by Excl(si, sj), which is contained
exclusively in si∩ sj , is called the pairwise exclusive region of si and sj with
respect to a set cover S∗. A square s in a set cover S∗ of a set of points P is
called redundant if it covers no point of P exclusively. Refer to Figure 2 for an
illustration of these terms.
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Fig. 2. A set cover for a line instance. For i ∈ [5], si, si+1 are consecutive squares.
The red points are exclusive points. The purple region is Excl(s3). The yellow region is
Excl(s1, s2). The squares s2, s5 are redundant.

A set of unit squares having a common intersection is said to form a geo-
metric clique. A set of unit squares containing a point of P ′ in their common
intersection region is said to form a discrete clique. The common intersection
region of a set of unit squares forming a clique Q is called the ply region of
Q. The ply region of a clique Q is always rectangular. For a clique Q, denote
by xl(Q) (resp. xr(Q)) the x-coordinate of the left (resp. right) boundary of the
ply region of Q. Unless specified otherwise, a clique refers to a discrete clique.

Types of legal cliques First, we classify a clique with respect to a line instance.
A set of intersecting squares in a line instance is called a top-anchored clique
when the points to be covered lie below the line with respect to which the line
instance is defined. A set of intersecting squares in a line instance is called a
bottom-anchored clique when the points to be covered lie above the line
with respect to which the line instance is defined.

Let a line instance be defined with respect to a horizontal line ℓ. Let s1, . . . , sk
be a sequence of squares from left to right having a common intersection. This
set of squares is called a monotonic ascending clique if i < j implies y(si) <
y(sj), for all i, j. We use the abbreviation ASC to denote such a clique. On the
other hand, if i < j implies y(si) > y(sj), for all i, j, then this set of squares is
called a monotonic descending clique. We use the abbreviation DESC to
denote such a clique.

Let a line instance be defined with respect to a horizontal line l. Let s1, . . . , sk,
sk+1, . . . sk+r be a sequence of squares from left to right having a common in-
tersection. This set of squares is called a composite clique if the following
holds.

– The sequence of squares s1, . . . , sk forms a monotonic clique.
– Either y(sk+1) > y(sk) < y(sk−1), or y(sk−1) < y(sk) > y(sk+1), and
– The sequence of squares sk+1, . . . , sk+r forms a monotonic clique.

The square sk is called the transition square. We use the abbreviationDESC|ASC
to denote a composite clique where the sequence s1, . . . , sk is descending but the
sequence sk+1, . . . , sk+r is ascending. For other types of composite cliques, the
abbreviation would be self-explanatory.
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Fig. 3. (a), (b), and (c) show three different types of legal top-anchored cliques. (d)
Shows an invalid clique where a top-anchored composite DESC|ASC clique is followed
by another transition.

Claim. In a set cover for the line instance, where none of the constituent squares
are redundant, a top-anchored composite clique must be of type DESC|ASC.

Proof. Suppose not. LetQ be a top-anchored composite clique of typeASC|ASC,
where the left ascending sequence be the squares s1, . . . , sk from left to right.
Then the square sk would become redundant since the two squares sk−1, sk+1

would cover all the points covered by sk lying below the defining horizontal line.
This contradicts the non-redundancy condition. For an example, refer to Figure
(4). Similar arguments apply to rule out the existence of top-anchored composite
cliques of type ASC|DESC and DESC|DESC.

In the rest of the paper, whenever we consider a top-anchored clique in the
solution (containing no redundant squares) of a line instance of the GMMGSC
problem, we assume that the clique is of one of the following legal types: (i)
monotonic ASC, (ii) monotonic DESC, or (iii) composite DESC|ASC.

The Algorithm In this subsection, we describe an algorithm for the line in-
stance (P, P ′,S) that produces a feasible set cover S∗ with some desirable struc-
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Fig. 4. Different types of a forbidden top-anchored clique. In all the figures, the square
5 is redundant since the squares 4 and 6 fully cover the area of square 5 below the line
L1.

tural properties. Multiple maximum cliques may exist in the intersection graph
of S∗. We order the maximum cliques of S∗ in the increasing order of the xr(·)
values of their ply regions.

Definition 5 (Leftmost maximum clique). The leftmost maximum clique
Q of a set of unit squares S∗ refers to that maximum clique in the intersection
graph of S∗ for which xr(·) value of the corresponding ply region is the minimum
among all the maximum cliques in S∗.

The procedure Swap(A, {s},S∗) consists of the deletion of a set of squares A
from a set cover S∗ and the addition of a square s ∈ S \ S∗ into S∗.

Definition 6 (Profitable swap). The operation Swap(A, {s},S∗) is a prof-
itable swap if A is a set of two or more consecutive squares in the leftmost
maximum clique Q ⊆ S∗, and s ∈ S \ S∗ such that S∗ ∪ {s} \ A is a feasible set
cover for P .

The procedure RemoveRedundancy(S) ensures that each square s ∈ S∗ con-
tains at least one point p ∈ P exclusively. We proved that in a set cover for the
line instance, where none of the constituent squares are redundant, any maxi-
mum clique can be of only 3 types, as shown in Figure 5.

The algorithm for the line instance is given in Algorithm 1 and has two steps.
In the first step, RemoveRedundancy(·) is applied on the set S of input squares
to obtain a feasible set cover S∗ containing no redundant squares. The second
step performs a set of profitable swaps on S∗. This step aims to obtain a feasible
solution with a maximum clique Q with some desirable properties. A profitable
swap is defined on the leftmost maximum clique of a feasible solution. Refer to
Definition 6. We have the following observation about the solution.

Observation 1. There exist no profitable swaps on the leftmost maximum clique
Q of S∗ returned by Algorithm 1.
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Algorithm 1: Algorithm for line instance of GMMGSC

Input : A horizontal line ℓ, a set S of m unit squares intersecting ℓ, a set P
of n points below ℓ such that each of them lies in at least one square
in S, and a set of points P ′.

Output: Returns a set of squares S∗ ⊆ S covering P .
1 S∗ ← RemoveRedundancy(S)
2 Let Q be the leftmost maximum clique in S∗.
3 while there is a profitable swap in Q do
4 S∗ ← Swap(A, {s},S∗)
5 S∗ ← RemoveRedundancy(S∗)
6 Update Q to be the leftmost maximum clique in S∗.

7 end
8 return S∗

Our algorithm implicitly implies the following lemma.

Lemma 1 (Key Lemma). Let Q be the leftmost maximum clique in the so-
lution S∗ returned by Algorithm 1. Let |Q| = k and s1, . . . , sk be the squares
of Q from left to right. No input square contains Excl(si) ∪ Excl(si+1), where
1 ≤ i ≤ k − 1.

Proof. Fix an index i with 1 ≤ i ≤ k − 1. Suppose for the sake of contradiction
that there exists an input square t that covers Excl(si)∪Excl(si+1). Observe that
Swap({si, si+1}, {t},S∗) is a profitable swap in S∗, which is a contradiction to
Observation 1.

First, we will show how to implement the algorithm and analyze the running
time.

Observation 2. The procedure RemoveRedundancy(S) can be implemented in
O(nm) time.

Proof. Consider an arbitrary ordering of the n points in P and an arbitrary
ordering of the m squares in S. In O(nm) time, we construct an n ×m matrix
T where the (i, j)-th entry is 1 if the i-th point is contained in the j-th square.
Also, construct an array count of length n. For every point pi, count[i] stores
the number of squares in S that contain pi. Initialize each entry of an m-length
array removed to 0. Run a loop that iterates over each square sj ∈ S. If sj does
not contain any point pi with count[i] = 1, remove sj , i.e., set removed[j] = 1.
Set each entry in the j-th column of T to zero. For each point pi′ ∈ sj , decrease
count[i′] by one. At the end of the loop, output the squares with removed[·] = 0.
Naively, the time required to perform all the operations is O(nm).

Theorem 1. The running time of Algorithm 1 is O(m2 logm+m2n).

Proof. To compute the leftmost maximum clique Q in S∗, we obtain the set of
squares containing each point of P ′. This takes O(nm) time.
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We need to check if there exists a profitable swap in Q. There are at most
m choices for the swapped-in square s ∈ S \ S∗. While computing Q, one could
also obtain the left-to-right ordering of the squares in Q. For each candidate
swapped-in square s, we find a set of consecutive squares A ⊆ Q that can lead
to a profitable swap of A by s. We can use binary search on the squares of Q
to do this. This requires O(log |Q|) = O(logm) time. Additionally, we may need
to check if the extreme two squares of A, say si and sj , can be swapped out
safely. This is equivalent to checking if all points in Excl(si, sj) are covered by
s. Naively, the time required to check this is O(n). Thus, if one exists, we can
execute a profitable swap in Q in O(m logm+mn) time.

We need to remove from S∗ those squares in S∗ \Q that may have become
redundant because of swapping in the square s. This can be done by re-invoking
RemoveRedundancy(·) on S∗ in O(nm) time (due to Observation 2). The leftmost
maximum clique in S∗ can be determined in O(nm) time.

Every profitable swap decreases the size of the set cover by at least one.
Therefore, at most m profitable swaps are performed. Thus, there are at most
m iterations of the while loop. Hence, the total running time of the while loop
is O(m · (m logm+mn)) = O(m2 logm+m2n).

Structural Properties of the solution We state two properties about the
structure of the solution returned by Algorithm 1. Let Q be the leftmost max-
imum clique in the solution S∗ returned by Algorithm 1 for the line instance
(P, P ′,S). Let s1, . . . , sk be the squares of Q from left to right. For 1 ≤ j ≤ k,
let pj be the bottom-most exclusive point in sj .

Lemma 2. Let p ∈ P ′ be an arbitrary point contained in the common intersec-
tion region of Q. For k > 13, there exists a set J ⊂ [k] with |J | ≥ k − 9 such
that every input square t ∈ S containing pj also contains p, for j ∈ J .

Proof. There are two cases to consider.

Case 1: Q is a monotonic clique. There are two subcases.

– Q is a monotonic descending clique. Define the set J = {3, . . . , k−3}.
By definition y(sj−1) > y(sj) > y(sj+1), for each j ∈ J . Let t be an
input square that contains pj but not p. Again, there are two cases.
• p lies to the right of t, i.e. x(p) > x(t) + 1: Observe that x(pj) <
x(sk). Since p ∈ s1 and t does not contain p, therefore t starts
before s1 starts, i.e., x(t) < x(s1). Since t contains pj ∈ sj , hence
t must end below the bottom boundary of sj−1 and should end
to the right of where sj starts, i.e., y(t) < y(sj−1) and x(t) + 1 >
x(sj). Combining these with the fact that t is a unit square, t
must cover Excl(sj−2) ∪ Excl(sj−1) as shown in Figure 5(b). This
is a violation of Lemma 1.

• p does not lie to the right of t but is above t, i.e., x(t) + 1 > x(p)
but y(p) > y(t) + 1: The square t must end after sk starts, i.e.,
x(t) + 1 > x(sk). Since p ∈ sk, the square t must end below sk,
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i.e., y(t) < y(sk). Since pj ∈ t, therefore x(t) < x(pj). So, t covers
Excl(sj+1) ∪ Excl(sj+2). This is a violation of Lemma 1.

– Q is a monotonic ascending clique. Define the set J = {4, . . . , k− 2}.
By definition y(sj−1) < y(sj) < y(sj+1), for each j ∈ J . Let t be an
input square that contains pj but not p. By an analogous argument,
t would be forced to cover either Excl(sj+1) ∪ Excl(sj+2) (when p lies
to the left of t as shown in Figure 5(a)) or Excl(sj−1) ∪ Excl(sj−2)
(when p does not lie to the left of t but lies above t). This is again a
violation of Lemma 1.

Case 2: Q is a composite clique (of type DESC|ASC). Let b be the index (in
the left-to-right ordering) of the bottom-most square in Q. Define the set
J = {3, . . . , b−3, b+3, . . . , k−2}. Using the two subcases in the previous
case, we can arrive at a violation of Lemma 1 for j ∈ J . Refer to Figure
5(c) for an illustration.

Lemma 3. For k > 13, there exists a set J ⊂ [k] with |J | ≥ k − 5 such that no
input square t ∈ S can contain pj , pj+1, pj+2 for j ∈ J .

Proof. There are two cases to consider.

Case 1: Q is a monotonic clique. There are two subcases.

– Q is a monotonic descending clique. Define the set J = {1, . . . , k−3}.
– Q is a monotonic ascending clique. Define the set J = {2, . . . , k− 2}.

For j ∈ J , assume that t ∈ S contains the bottom-most exclusive points
pj , pj+1, pj+2 of three consecutive squares of Q, namely sj , sj+1, sj+2 re-
spectively. Then t would contain either Excl(sj)∪Excl(sj+1) or Excl(sj+1)∪
Excl(sj+2). This implies a violation of Lemma 1, as can be seen in Figure
5. Thus, we have a contradiction.

Case 2: Q is a composite clique (of type DESC|ASC). Let b be the index (in
the left-to-right ordering) of the bottom-most square in Q. We define the
set J = {1, . . . , b− 3, b+1, . . . , k− 2}. If 1 ≤ j ≤ b− 3, then sj , sj+1, sj+2

are in a monotonic descending sequence and the corresponding subcase
from Case 1 applies. If b + 1 ≤ j ≤ k − 2, then sj , sj+1, sj+2 are in a
monotonic ascending sequence and the corresponding subcase from Case
1 applies.

2.2 GMMGSC for the Slab Instance

In this section, we present a constant approximation algorithm for the slab in-
stance. We will use an LP relaxation (adapted from Bandyapadhyay et al. [3])
to partition the slab instance into two line instances.

For each unit square s ∈ S, we create a variable xs, indicating whether s is
included in our solution. In addition, create another variable y, which indicates
the maximum number of times a point in P ′ is covered by our solution. Then,
we formulate the following linear programming relaxation.
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Fig. 5. p ∈ P ′ is contained in the ply region of the cliques. The red square t does
not contain p. (a) The green squares constitute a monotonic ASC clique. (b) The
green squares constitute a monotonic DESC clique. In (c), the green squares form a
composite clique of type DESC|ASC. In (a),the red square t can swap out sj+1, sj+2.
In (b),the red square t can swap out sj−1, sj−2.

min y

s.t.
∑

s∈S,p∈s

xs ≥ 1 for all p ∈ P∑
s∈S,p′∈s

xs ≤ y for all p′ ∈ P ′

0 ≤ xs ≤ 1 for all s ∈ S

The input set S of squares is partitioned naturally into two parts S1,S2 where
S1 (resp. S2) consists of the input squares intersecting the bottom (resp. top)
boundary line L1 (resp. L2) of the horizontal slab, say α.

We partition the set P of points within α into P1 and P2 using the LP. Let
({x∗

s}s∈S , y
∗) be an optimal solution of the above linear program computed using

a polynomial-time LP solver. For a point p ∈ R2 and i ∈ {1, 2}, define δp,i as
the sum of x∗

s for all s ∈ Si satisfying p ∈ s. Then we assign each point p ∈ P to
Pi, where i ∈ {1, 2} is the index that maximizes δp,i.

Now we solve the two line instances (Pi, P
′,Si), for i ∈ {1, 2} using Algorithm

1. Finally, we output the union of the solutions of these two line instances. We
discard redundant squares from the solution, if any. For i ∈ {1, 2}, denote by S∗

i

the solution returned by Algorithm 1 for the line instance (Pi, P
′,Si). We state

and prove the following useful lemma.

Lemma 4. For every i ∈ {1, 2}, memb(P ′,S∗
i ) ≤ 4 ·OPT + 9, where S∗

i is the
solution returned by Algorithm 1 for the instance (Pi, P

′,Si) and OPT is the
minimum membership for the slab instance.

Proof. We consider the case when i = 2, i.e., all the squares intersect the top
boundary line L2 of the slab α. The argument for the case of i = 1 is identical and
is not duplicated. Consider the leftmost maximum clique Q in the intersection
graph of the squares in S∗

2 . Suppose, memb(P ′,S∗
2 ) = k and the squares in Q

from left to right are s1, . . . , sk.
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If k ≤ 13, then memb(P ′,S∗
i ) ≤ 4 ·OPT +9 is satisfied trivially since OPT ≥

1.
Assume that k > 13. Denote by pj the bottom-most exclusive point of sj .

Let p be any point in P ′ contained in the ply region of Q. By Lemma 2, for each
j ∈ J , every input square containing pj also contains p. By Lemma 3, no input
square s contains pj , pj+1, pj+2 for j ∈ J . Thus we can write∑

s∈S2,p∈s

xs ≥
1

2

∑
∀j∈J

∑
s∈S2,pj∈s

xs

Since a variable xs may appear at most twice in the double-sum on the right-
hand side, we have multiplied by the factor 1/2. The left-hand side of the above
inequality is bounded above by the LP optimal y∗. Since every pj belongs to
P2, we have

∑
s∈S2,pj∈s xs ≥ 1/2 from the partitioning criteria of P into P1 and

P2. From the proofs of Lemma 2 and Lemma 3, we observe that |J | ≥ k − 9,
irrespective of the type of clique Q. So we can write

y∗ ≥ 1

2
· (k − 9) · 1

2
=⇒ k ≤ 4y∗ + 9

By definition, the optimal ply value, OPT , is at least y∗. Therefore, k ≤ 4 ·
OPT + 9.

Lemma 5. For i ∈ {1, 2}, let S∗
i be the solution for the line instance (Pi, P

′,Si)
obtained via Algorithm 1. Then S∗ = S∗

1 ∪ S∗
2 is a feasible solution to the slab

instance (P, P ′,S) with memb(P ′,S∗) ≤ 8 ·OPT + 18.

Proof. Since S = S1 ∪ S2, so S∗ is a feasible set cover for the slab instance
(P, P ′,S). Consider an arbitrary point p ∈ P ′. Using Lemma 4 for i ∈ {1, 2}, we
get that the number of unit squares in S∗

i containing p is at most 4 · OPT + 9.
Thus, memb(P ′,S∗) ≤ 8 ·OPT + 18.

2.3 Putting everything together

Theorem 2. GMMGSC problem admits an algorithm that runs in O(m2 logm+
m2n) time, and computes a set cover whose membership is at most 16·OPT+36,
where OPT denotes the minimum membership.

Proof. We divide the plane into unit-height horizontal slabs. For each non-empty
slab α, we partition the slab instance into two subproblems, namely the line in-
stances corresponding to the boundary lines of α using the LP-relaxation tech-
nique described in Section 2.2. We solve each line instance using Algorithm 1.
Then we output the union of the solutions thus obtained while discarding redun-
dant squares, if any. Consider any point p ∈ P ′. Suppose p lies within a slab α
whose boundary lines are L1 and L2. Since the squares containing p must inter-
sect either L1 or L2, p can be contained in squares from at most 4 subproblems.
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One is a line instance corresponding to L1 where the points lie above L1. The
other is a line instance corresponding to L1 where the points lie below L1. The
other two subproblems correspond to L2. Thus, due to Lemma 4, the number of
squares of our solution containing p is at most 16 ·OPT +36, where OPT is the
optimal membership value for the instance (P, P ′,S).

Formulating and solving the LP takes Õ(nm) time [2]. The overall running
time of the algorithm is dominated by the running time of Algorithm 1. There
are at most O(min(n,m)) line instances to solve. By a standard trick, the total
running time remains O(m2 logm+m2n) using Theorem 1.
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