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ABSTRACT
We demonstrate an approach to two-dimensional electronic spectroscopy (2DES) that combines the benefits of shot-to-shot detection at high-
repetition rates with the simplicity of a broadband white light continuum input and conventional optical elements to generate phase-locked
pump pulse pairs. We demonstrate this through mutual synchronization between the laser repetition rate, the acousto-optical deflector, the
pump delay stage, and the CCD line camera, which allows for rapid scanning of pump optical delay synchronously with the laser repetition
rate, while the delay stage is moved at a constant velocity. The resulting shot-to-shot detection scheme is repetition rate scalable and only
limited by the CCD line rate and the maximum stage velocity. Using this approach, we demonstrate the measurement of an averaged 2DES
absorptive spectrum in as much as 1.2 s of continuous sample exposure per 2D spectrum. We achieve a signal-to-noise ratio of 6.8 for optical
densities down to 0.05 with 11.6 s of averaging at 100 kHz laser repetition rate. Combining rapid scanning of mechanical delay lines with
shot-to-shot detection as demonstrated here provides a viable alternative to acousto-optic pulse shaping approaches that is repetition-rate
scalable, has comparable throughput and sensitivity, and minimizes sample exposure per 2D spectrum with promising micro-spectroscopy
applications.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0179474

I. INTRODUCTION

Electronic relaxation in the condensed phase proceeds through
several overlapping vibrational-electronic manifolds on femtosec-
ond to picosecond timescales. Such phenomena span biological
proteins to emerging energy materials and carry both the funda-
mental and applied significance. For example, sub-100 fs cis–trans
photoisomerization of retinal1 in the mammalian visual pigment
rhodopsin initiates vision, and sub-50 fs carrier thermalization2 may
limit hot-carrier extraction in photovoltaic devices based on bulk
perovskites.

A broadband white light continuum (WLC) light source is
naturally desirable in order to probe the entire energetic mani-
fold subsequent to a narrowband pump excitation as is typically
implemented in pump–probe (PP) spectrometers.3 However, broad
overlapping electronic resonances in the condensed phase along
with ultrafast relaxation timescales impose the requirements of high

temporal resolution with a broadband pump spectrum and
consequently also the need to know the pump excitation fre-
quency information in order to deconvolute the underlying pho-
tophysics into a uniquely determined rate model.4 In this regard,
two-dimensional electronic spectroscopy (2DES) goes beyond con-
ventional PP implementations in that there is no trade-off between
temporal resolution and pump excitation frequency information.
The spectral information is resolved in the form of a 2D contour map
that correlates the initial excitation to the final detection frequency
and evolves with the pump–probe waiting time T. 2DES has revealed
energetic relaxation pathways in complex spectrally congested sys-
tems, such as protein networks within photosynthetic cells,4,5 molec-
ular aggregate-plasmon-plexiton states,6 and carbon nanotube thin
films.7 Recent several fully collinear implementations8,9 of 2DES
have also added sub-micron spatial-resolution as an additional
handle to decongest the ensemble-averaged ultrafast dynamics
through micro-spectroscopy. This has led to a general interest
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toward the development of high-repetition rate, high-throughput
approaches to 2D micro-spectroscopy, which also minimize sample
exposure.

Broadband light sources in PP and 2DES have been typi-
cally8 obtained through multi-stage optical parametric amplifiers
(OPAs), which offer tunable10 few-cycle optical pulses with over
300 nm bandwidth and several hundred nanojoules (nJ) pump pulse
energies.11,12 This is often complemented with a significantly sim-
pler WLC-based light source13,14 to probe the relaxation dynamics
in a broadband UV–visible–NIR region. Along similar lines, pump
pulses that are also generated from a WLC are highly desirable
because they can provide a nearly octave spanning excitation axis7

in 2DES without the cost and complexity of OPAs. For WLC gen-
eration through the use of nonlinear crystals,15 however, this also
brings in significant challenges associated with power stability15

across the bandwidth, spectral and temporal correlations,16 and,
most significantly, pulse energies of only a few tens of picojoules (pJ).
Zanni and co-workers pioneered7,17 a YAG-WLC-based approach to
2DES, with extensions to a high-repetition rate through shot-to-shot
acousto-optic pulse shaping18 (AOPS) at 100 kHz. YAG-WLC-based
2DES approaches have also been recently implemented in an action-
detected variant of 2DES.19–21 Note that several 2DES approaches
have been demonstrated22–24 using the gas filamentation approach
to continuum generation, which provides μJ pulse energies starting
from mJ fundamental pulse energy. In comparison, a YAG-WLC
only provides ∼1 nJ pulse energies starting with ∼1 μJ fundamental
pulse energy.15

Shot-to-shot PP25,26 or 2DES18 data collection is highly desir-
able because it utilizes the full laser repetition rate, leverages shot-
to-shot correlations between laser pulses to replace multichannel
referencing,3 and suppresses the 1/ f laser noise encountered during
a delay scan.27 The latter point was demonstrated in the WLC-
2DES study of Kearns et al.,18 which shows signal-to-noise ratio
(SNR) enhancement beyond that guaranteed by the scaling of
the repetition rate from 1 to 100 kHz due to an additional sup-
pression of the 1/ f noise component. While the programmable
AOPS technology28,29 has proven highly effective for high-repetition
rate shot-to-shot 2D spectroscopy in the visible18 and mid-IR,30

significant cost and complexity, the limited time aperture–RF
bandwidth product, and the RF waveform update rate28 in the
modulator pose limitations in terms of repetition rate scalability
desirable for 2DES micro-spectroscopy31–34 applications. Develop-
ment of alternate repetition rate scalable approaches to shot-to-shot
WLC-2DES that rely on conventional optics and provide compa-
rable throughput and sensitivity is therefore quite essential in this
regard.

We demonstrate a repetition-rate scalable WLC-2DES
spectrometer, which relies on conventional optical and electronic
elements to achieve repetition-rate scalable shot-to-shot data collec-
tion. The pump pulse pair is generated using a birefringent-wedge
based common path interferometer.35 100 kHz shot-to-shot detec-
tion is achieved by mutual synchronization of the laser repetition
rate, the acousto-optic deflector (AOD), the pump delay stage, and
the CCD line camera such that the pump delay axis can be raster
scanned synchronously with the laser repetition rate, while the CCD
records every probe laser shot. As we have recently shown26 in the
context of WLC-PP spectroscopy, combining rapid mechanical
delay scan with shot-to-shot detection provides advantages not

only of increased averaging by substantially minimizing single scan
time but also in suppressing27 the 1/ f component of experimental
noise encountered during a scan. Zanni and co-workers showed18

that AOPS approaches to 2DES with shot-to-shot data collection
can fully leverage correlations between laser shots to suppress 1/ f
laser noise. Our approach demonstrates that the above advantages
are also possible with rapid scanning of mechanical delay lines and
conventional optical elements, with an additional vital feature of
repetition-rate scalability, which is, in principle, only limited by the
camera line rate, without sacrificing pump WLC bandwidth. Over-
all, we demonstrate the measurement of averaged 2DES absorptive
spectra in as much as 1.2 s of continuous sample exposure per
2D spectrum, limited only by the maximum stage velocity. We
achieve an SNR of 6.8 for ODs down to 0.05 in 11.6 s of averaging
at a 100 kHz laser repetition rate, demonstrating throughput and
sensitivity comparable to that reported for AOPS approaches.18

Overall, we introduce a considerably simpler and viable alternative
to WLC-2DES that is repetition rate scalable and minimizes sample
exposure per 2D spectrum with promising applications in 2DES
micro-spectroscopy.

II. EXPERIMENTAL METHODS
This section describes the experimental setup, interferometer

for pulse pair generation, and electronic synchronization scheme for
shot-to-shot detection and compares various data acquisition and
averaging schemes.

A. Experimental setup
The schematic of the partially collinear white-light 2DES setup

is shown in Fig. 1(a). The 1040 nm fundamental beam from a
100 kHz Yb:KGW amplifier (Spirit One, Spectra-Physics) is split
into pump and probe lines of ∼1 μJ power each. The fundamental
beam is focused using 7.5 and 5 cm focal length lenses onto 8 and
10 mm YAG crystals for pump and probe WLC generation, respec-
tively. Any residual of the fundamental is filtered using 725 nm
(pump) and 850 nm (probe) shortpass optical filters (OD4, Edmund
Optics). A crystalline quartz acousto-optic deflector (AOD, Gooch
and Housego model 97-02965-01, 8.8 mm pathlength) modulates
the pump at 50 kHz synchronously with the laser repetition rate
( fR), ensuring that every other pump pulse is blocked. Note that our
placement of AOD after the pump WLC generation is not ideal and
introduces spatial chirp in the pump pulse. Placement of a collima-
tion lens right after the AOD and reflective (achromatic) focusing
with ∼33 μm average focal spot sizes (substantially larger than
∼1 μm) are expected to mitigate21 the effect of angular disper-
sion at the focus. However, measurements with sub-micron spatial
resolution will necessarily require the use of lenses12 to over-
lap Gaussian and geometric foci at the sample position, double-
passing36 through the AOD to exactly cancel out angular dispersion,
or simply placement of AOD before the pump WLC generation,
such as in Ref. 18. The deflected pump pulses are routed to a
common path interferometer35,37 (CPI) for phase-locked pulse pair
generation with mechanically controllable pump delay (τ). More
details of the CPI are described in Sec. II B. The total optical
dispersion in the pump arm caused by the BBO wedges, optical
filters, focusing and collimating lenses, sample cuvette, AOD, and
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FIG. 1. (a) Schematic of the WLC-2DES setup. BS: Beam splitter. L: Lens. CM: Chirped mirror. M: Mirror. AOD: Acousto-optic deflector. HWP: Half-waveplate. CPI: Common
path interferometer. P: Linear polarizer. PM: Parabolic mirror. X: Shutter. S: Sample. BD: Beam dump. 100 kHz detection represents the spectrograph, the 100 kHz line
camera, and the timing electronics that enable shot-to-shot detection. Dimensions of the wedges in the CPI (L × W × H) in mm, 25 × (3.6–0.5) × 20, with an apex angle
(θ) of 7.07○. (b) Linear absorption spectrum of Oxazine 170 in methanol along with averaged pump and probe spectra. % RMSE for probe passing through methanol in
500 μm cuvette is plotted along the secondary Y axis. The horizontal line is drawn at 2% RMSE. The average probe % RMSE measured through methanol in the range of
550–700 nm is 1.7%.

YAG crystal is partially pre-compensated by two pairs of group
delay dispersion (GDD) oscillation compensated chirped mirrors
(Layertec 148545, −40 fs2 GDD per bounce) with total 43 pairs of
bounces where each bounce pair is specified to compensate ∼1 mm
of fused silica. The probe beam is routed to the sample position after
22 pairs of bounces in a pair of chirped mirrors (148545 Layertec,
−40 fs2 GDD per bounce) to approximately compensate for optical
dispersion in the probe WLC. A pump pulse duration of ∼33 fs is
measured at the sample position by focusing into a SiC photodiode
(Fig. S1) and measuring the two-photon interferometric autocor-
relation and suggests uncompensated third-order or higher optical
dispersion. An uncompensated chirp is expected to distort early T
2D peakshapes as frequency-dependent asymmetry38,39 and negative
peaks reminiscent of inertial solvation40 or excited state absorption.
The relaxed 2DES absorptive spectra reported here are not affected
by these limitations of dispersion compensation with passive opti-
cal elements. The instrument response function (IRF) is assumed
to be Gaussian and estimated to be ∼60 fs from a global fit of the
rise time of the transient absorption signal measured with Oxazine
170 (Fig. S2).

The delay (T) between the pump and probe arms is varied
by a linear translational stage (ILS150BPP, Newport, 1 μm reso-
lution). The pump and probe delay stages are controlled by using
a stage controller (XPS-D, Newport). The pump and probe arms
with parallel polarization are focused into the sample in a 500 μm
pathlength cuvette using a parabolic mirror (Thorlabs MPD149-
P01, reflected focal length 101.6 mm) at a crossing angle of ∼7.5o.
The pump is blocked after the sample. The transmitted probe is
routed to a spectrograph (Horiba iHR320, 150 grooves/mm) using
a combination of reflective and achromatic optics. Every dispersed
probe shot is recorded by using a line CCD camera (e2v AViiVA,
14 × 28 μm2, 1024 pixels) attached to the spectrograph. The CCD
camera is interfaced with an Xtium-CL MX4 frame grabber (512 MB
onboard memory buffer). The averaged pump and probe spectra are
shown in Fig. 1(b) along with the % root-mean-square (RMS) noise
obtained by averaging 2k probe shots after transmission through
the solvent. Comparing against values reported for WLC genera-
tion in the YAG crystal, Kärtner et al.41 reported RMS fluctuations

<1% in a 10 mm long YAG crystal with a divergence of 14–18 mrad,
resulting in a narrow WLC. Riedle and co-workers reported15 WLC
generation from 775 nm pulses at 1 kHz, with RMS fluctuations of
1.1% for incident pulse energies of 250 nJ. The RMS fluctuations are
reported to increase for higher pulse energies. In contrast, Turner
and co-workers reported43

<1% RMS stability in a home-built visi-
ble NOPA. The pump and probe 1/e2 focal spot sizes at the sample
location were measured to be 33 and 36 μm, respectively [Figs. S3(B)
and S3(C)], with pulse energies 0.47 and 1.53 nJ across the entire
>150 nm WLC bandwidth. The sample % transmission was con-
firmed to be linear across this range of pulse energies. Before each
experiment, the overlap of pump and probe focal spots inside the
sample cuvette along the optical axis was further optimized by max-
imizing the pump–probe signal as the cuvette position is changed
[Fig. S3(A)]. This becomes crucial44 in the case of a combination
of large crossing angles, high sample ODs, and long sample path-
lengths where the signal may be dominantly generated toward the
front of the sample. For the 2DES measurements reported here,
Oxazine 170 (Sigma-Aldrich) solution is prepared in methanol with
OD ∼0.37 in 500 μm cuvette with subsequent dilutions to prepare
solutions of lower OD. The OD of the samples was measured before
and after the 2DES experiments and showed no changes beyond
the measurement errors at the 100 kHz repetition rate. Note that
fragile samples with long-lived photoexcited states, such as photo-
synthetic reaction centers, will necessarily require sample stirring or
circulation.

B. Common path interferometer (CPI)
The CPI in the pump line in Fig. 1(a) is essentially a

Babinet–Soleil compensator, and its design and application in 2DES
presented here are motivated35 from the extensive work of Cerullo
and co-workers. The interferometer consists of a rectangular block
A of the negative birefringent material α-BBO with the fast optical
axis oriented along the X direction [according to the coordinate axes
defined in Fig. 1(a)].

When a 45○ polarized pulse passes through this block, the X
polarized component (V) travels with a faster velocity with respect
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to the Y polarized component (H), resulting in a delay between
the two polarization components. This is followed by blocks B and
C, each comprised of two pairs of α-BBO wedges assembled in the
form of rectangular blocks. The orientations of the optical axes in
each wedge pair are such that the H component travels faster in one
set of wedges (in B2 and C1) and both components travel with the
same velocity in the other set of wedges (B1 and C2). This implies
that the relative group delay (GD) between the V and H compo-
nents can be precisely controlled by adjusting the relative thickness
of block A (dA) and the pathlength traveled in wedges B2 and C1, dB2
and dC1, as GD(λo) = GVM(λo) (dA − dB2 − dC1). Here, GVM(λo)
= (v−1

g,o(λo) − v−1
g,e(λo)) is the group velocity mismatch at the central

wavelength λo where the mismatch ultimately depends on the ordi-
nary vs extraordinary refractive index of α-BBO, denoted as “o” and
“e” subscripts, respectively.

To scan the delay between the H and V components, the
B pair of wedges is mounted on a motorized translational stage
(MFA-CC, Newport, 0.1 μm resolution), which enables control over
the thickness dB2 of wedge B2 in the pump path. However, the over-
all thickness of the medium (ideally) remains fixed during the scan
since the wedges are mounted in the form of a rectangular block.
The wedges in block C are static and at minimum insertion to cor-
rect for the pulse front tilt of the pulses emerging from block B.
The collinear H and V components pass through an output linear

polarizer (LPVISC050-MP2, Thorlabs) at 45○ polarization to result
in collinear pulses with a common polarization axis, followed by
rotation to vertical polarization by an achromatic half-waveplate
(AHWP05M-600, Thorlabs). The spectral resolution is determined
by the maximum possible delay range (τmax) scanned by the inter-
ferometer, which is ∼ ±320 fs at λo = 620 nm, resulting in a spectral
resolution of ∼52 cm−1 along the absorption axis ωτ . Note that
the spectral resolution is limited by the system due to fast optical
dephasing along the optical coherence time τ at room tempera-
ture. A common path design ensures that relative timing jitters δτ
between the pulses during a τ scan are naturally suppressed with
interferometric stability35 (Fig. S4).

Since the V component travels through a fixed thickness of
medium with a constant group velocity irrespective of the stage posi-
tion, the absolute time of emergence of the V component should
be ideally fixed during the τ delay scan of block B. This has been
experimentally confirmed by focusing the V component and the
probe through a 25 μm pinhole and recording the spectral inter-
ference using a CCD spectrometer (CCS200, Thorlabs), as shown
in Fig. 2(a). As the τ delay stage is scanned, the spectral fringes
and the fringe density do not change, confirming that the V com-
ponent is unaffected during a τ scan. This, in turn, ensures that
the pump–probe waiting time T remains constant during a τ scan.
Note that during a τ scan, the H component experiences a relative

FIG. 2. (a) Spectral interference of the pump pulse V and probe recorded at fixed T delay for τ = −100, 0, 100 fs. Each spectrum is an average of five consecutive spectra at
fixed τ. The error bar of the measurement across the five trials is overlaid on each spectrum. (b) Top panel shows the spectrally resolved Autocorrelation (sAC) of the pump
pulses, and the bottom panel shows the calibration of excitation frequency axis ωτ from sAC of the pump pulses by comparing the ωτ axis to the detection frequency ωt . The
error bar in the calibration across measurements on consecutive days is overlaid as a red transparent band on the mean calibration curve. (c) Top panel shows the spectrally
integrated sAC of the pump pulses recorded at the sample position zoomed into a range of ±25 fs, and the bottom panel compares the measured pump spectrum with the
reconstructed pump spectrum obtained after Fourier transforming the trace. (d) Spectrally integrated sAC of pump pulses recorded by the shot-to-shot rapid scan detection
scheme (Sec. II C) for forward and backward scans. The scans are offsetted for clarity. Odd and even scans correspond to forward and backward scans, respectively, with a
constant index shift between them [Fig. S4(C)].
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change in the thickness of ordinary and extraordinary glass, whereas
the V component does not. This minor change in the amount of
GDD between the two components is ignored in our analysis but can
be consequential35 (in terms of relative pulse durations of the two
pulses) for a combination of UV wavelengths, large τ scan range, and
few cycle pulses. Figure 2(b) (top panel) shows a spectrally resolved
autocorrelation sAC(ωt , τ) where the delay axis τ is constructed
using the approximate conversion between stage positions (scanned
synchronously with the laser repetition rate fR), insertion of block B,
and the resulting GD at λo = 620 nm. Even though the stage position
is synchronized to fR, such an estimate is only approximate because
the pulse replicas do not travel identical pathlengths in block B due
to a small but finite air gap between wedges B1 and B2 and a change
in the fast axis orientation between the wedges. An exact calibration
for the Fourier transformed frequency axis ωτ is obtained by com-
paring it to the detection frequency axis ωt , as shown in Fig. 2(b)
(bottom panel). Prior to every experiment, sAC(ωt , τ) between the
pump pulses is recorded with the shot-to-shot rapid scan detec-
tion scheme described later in Sec. II C. The resulting calibration
is checked prior to every experiment and was observed to be fairly
consistent between day-to-day measurements, as shown by the error
bar in Fig. 2(b) (bottom panel).

Figure 2(c) (top panel) shows the spectrally integrated sAC
recorded at the sample position. The corresponding modulation
depth, given by Imax−Imin

Imax+Imin
× 100, is calculated to be ∼93%. A per-

fect modulation depth is expected for an ideal interferometer with
perfect spatial overlap and collinearity between pulses. A devia-
tion from 100% is likely caused by a finite air gap and a change in
refractive index between the wedges due to which a few microm-
eters of lateral shift (relative to a 2 mm spot diameter) between
the ideally overlapped and collinear H, V components is expected.35

Figure 2(c) (bottom panel) shows the comparison between the
Fourier transform of the spectrally integrated signal in the top panel
(reconstructed pump spectrum) and the measured pump spectrum.
The calibration in Fig. 2(b) (bottom panel) was used to obtain the
frequency axis of the reconstructed pump spectrum. Good agree-
ment between the spectra confirms the validity of the excitation

frequency axis calibration and the interferometer alignment and
stability.

We have implemented the rapid scanning of the pump delay
axis in both forward and backward directions for faster averaging.
In this regard, repeatability of τ points during consecutive scans is
vital for efficient averaging of multiple τ scans without compromis-
ing the time step resolution. This is achieved by synchronizing the
stage movement and CCD detection with the laser repetition rate fR,
as described in Sec. II C. Figure 2(d) shows the spectrally integrated
sAC traces of the pump pulses recorded by the CCD line camera
for consecutive forward and backward scans for the maximum stage
velocity of 2 mm/s used for the experiments reported here. Unlike
previous implementations,35 synchronization of stage movement
and CCD detection during τ scans ensures that all forward scans and
all backward scans mutually overlap perfectly, with a constant index
shift [Fig. S4(D)] between forward and backward scans, which can be
corrected during processing without recording separate pump inter-
ferograms. Without this synchronization, when multiple τ scans are
averaged, arbitrary variations in τ points of the order of time steps
are expected.35 Such variations can lead to phasing errors, which
become severe for a combination of faster scan velocities and lower
repetition rates. The checks described in Fig. 2 are conducted prior
to every experimental run to confirm interferometer alignment and
calibration.

C. Electronic synchronization scheme
Figures 3(a) and 3(b) describe the timing electronics, which

synchronizes the laser repetition rate ( fR), pump modulation by
AOD, τ stage movement, and CCD detection to combine shot-
to-shot data acquisition with rapid delay scanning for any given
input repetition rate. We have recently26 implemented this detection
scheme to demonstrate WLC-PP spectroscopy combining shot-to-
shot detection at 100 kHz with continuous scanning of pump–probe
waiting time T. Here, we have extended this approach to WLC-2DES
spectroscopy. The 100 kHz pulse train from the laser is converted to
a 100 kHz TTL signal. The 100 kHz TTL output is then split into

FIG. 3. (a) Schematic of the electronic synchronization for shot-to-shot data acquisition along with (b) the timing diagram. Such a detection scheme synchronizes the AOD,
pump delay stage, and the CCD camera to the laser repetition rate fR. The (Un)shaded region in the 100 kHz CCD line trigger corresponds to the pump (ON)OFF state,
while the probe is ON. (c) Motion profile of the τ delay stage recorded by the stage encoder for the velocity of 1.2 mm/s. The stage position vs time elapsed is plotted with
the corresponding linear fit with a slope of 1.20 ± 3 × 10−6 mm/s compared to the set velocity of 1.2 mm/s. The light red trace shows the corresponding delay error in
attoseconds along the secondary Y axis. The vertical lines on the extreme ends correspond to the time window where the stage maintains 99.8% of the set velocity. The inner
vertical lines define the trigger window over which the data are collected. The mechanical shutter is open from the start of the stage motion to the end of the trigger window.
This window is defined as the sample exposure window. Note that in the motion profile, the stage is set to move 3× the calculated distance required by the stage to reach a
constant velocity even though the encoder data suggest that the stage is already at 99.8% of the set velocity earlier than that. Note also that during the experiments, instead
of reading the stage position from the encoder, the stage motion is calibrated35,37 as shown in Fig. 2(b).
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two parts of which one part is converted to a 50 kHz TTL signal by
an fR/2 TTL divider. This signal is used to drive the AOD such that
every other pump shot is deflected into the setup, that is, pump mod-
ulation at fR/2. The pump delay stage controller outputs a constant
high signal when the stage enters a defined τ scan window (trig-
ger window). This signal is combined with the 100 kHz TTL pulse
using an AND circuit, and the output is used to trigger the CCD
camera. This results in the CCD camera reading every probe shot at
repetition rate fR once the stage has entered the defined scan range.
Furthermore, for every probe shot, the pump is alternating between
ON and OFF states at fR/2. In the pump–probe geometry, when the
pump is ON, the third-order nonlinear signal is radiated in the same
direction as the probe. The desired homodyned signal in the case of
shot-to-shot detection can be written45 as S2D(τ, T, λt) = Si+1(τ, T,
λt)ON

− Si(τ, T, λt)OFF , where Si+1 and Si denote consecutive trans-
mitted probe shots recorded by the CCD with pump ON and OFF,
respectively. The homodyned signal is optically Fourier transformed
by using the spectrograph, resulting in the detection wavelength axis
(λt), which is then converted to a detection frequency axis (ωt) after
a wavelength to frequency conversion during data processing. A
numerical Fourier transform along the pump optical delay τ yields
the absorption frequency axis ωτ to result in the absorptive 2D spec-
trum S2D(ωτ , T, ωt) for a given pump–probe waiting time T. The
signal has a transient absorption background STA(T, ωt), which is
constant along the τ delay axis for a fixed ωt for a 2D spectrum mea-
sured at a fixed T. This constant offset can be either subtracted in
the τ domain during data processing or removed by Fourier filter-
ing in the ωτ domain. Note that in our implementation, we did not
encounter the complication of alternating dark count background
that is reported46 to lead to dark count differences of the order of
1–5 counts between alternating lines in a PP microscopy experiment.
Fourier filtering along τ implies that such a complication will not
affect 2DES.

The rapid scan of the pump delay axis, in principle, leads to
the shot-to-shot increment of the pump delay with the theoretically
expected minimum delay step given by Δτmin = GVM( 2vscan

fR
) tan θ,

where θ is the apex angle of the α-BBO wedges (Fig. 1). This corre-
sponds to the stage movement during two consecutive pump shots
and is determined by the laser repetition rate fR and the stage veloc-
ity vscan. Note that a slight timing offset between the stage trigger
onset and the laser TTL high state [Fig. 3(b)] can lead to timing
errors. However, such maximum possible error (δτ) encountered
in a delay scan is given by δτ = GVM( vscan

fR
) tan θ. This error cor-

responds to ∼1.1 attoseconds (as) for the maximum velocity of 2
mm/s implemented here. In our implementation, this error is incon-
sequential because, as described in Sec. II D, multiple finely sampled
time steps, Δτmin, are binned together to form larger τ steps of
Δτbin such that the timing error is only ∼0.9% of the binned delay
step of 0.132 fs. Further details of shot-to-shot data acquisition and
processing are described in Sec. II D.

D. Data acquisition and averaging scheme
Similar to the rapid scan of the T delay stage at a fixed velocity

within the defined stage trigger window in a PP experiment,26 here,
the τ stage moves at a constant velocity within the defined trigger
window. This is ensured by allowing the stage to move ∼3× the cal-
culated distance d required by the stage to accelerate to, or decelerate

from, a uniform velocity before and after the defined trigger win-
dow, respectively. The set final velocity, set acceleration, resulting
distance d, and time required by the stage to attain constant veloc-
ity are summarized in Table S1. The resulting motion profile of the
stage as recorded by the stage encoder is shown in Fig. 3(c) for a rep-
resentative stage velocity of 1.2 mm/s. The region enclosed by the
outer vertical lines corresponds to the region over which the stage
moves with a constant velocity. The shaded region enclosed by the
inner set of dashed vertical lines represents the defined trigger win-
dow in which the probe shots are recorded, whereas the outer most
dashed vertical lines represent the region in which the stage velocity
reaches 99.8% of the set velocity. The sample is exposed to light from
start of the τ stage motion to the end of the trigger window, after
which a mechanical shutter blocks the light. As shown in Fig. 3(c),
delay errors are estimated by measuring the stage position deviations
compared to that expected from a perfectly uniform motion profile,
that is, a line with a constant slope corresponding to the set veloc-
ity. The resulting τ delay errors are ∼5 as, which is only 3.8% of
the binned time step Δτbin and of the order of ∼0.1 μm of wedge
insertion (corresponding to the minimum incremental resolution
of the stage).

Figure 4 explains the data averaging scheme. As shown in
Fig. 4(a), the synchronization of the AOD, the τ stage, and the detec-
tor read-out to the laser repetition rate enables recording every probe
shot with an alternate pump ON/OFF state. The continuous motion
of the τ stage during this detection enables synchronous increment
of the pump delay between consecutive ON/OFF pairs, resulting
in a finely sampled signal along the τ axis with stepsize Δτmin. For
data processing, M such pairs are averaged together to yield the ith
binned time point τb,i. Thus, as defined in Fig. 4(a), each binned
time point τb,i arises from M = s/2 ON/OFF pairs, that is, M finely
sampled τ points per bin. For example, for a velocity of 1.2 mm/s,
M = 100 points per bin. Figure 4(b) schematically denotes this bin-
ning procedure for a zoomed-in simulated signal S2D(τb,i, T, λt) at
fixed T and λt , where a red dot denotes a binned point τb,i and
the width of the gray bar denotes the number M of finely sam-
pled τ points that together constitute an averaged τb,i time point.
In our experiments, the number of points per bin, M, is adjusted for
each velocity so as to keep the binned time step of Δτbin ∼0.132 fs,
resulting in a directly comparable frequency axis ωτ across all veloc-
ities. Each τ scan is repeated “S” times at a fixed pump–probe delay
T, with the τ stage moving alternately in forward and backward
directions for consecutive scans. Apart from averaging M points
per binned step, averaging multiple τ scans further suppresses the
effect of 1/ f long term laser drifts. Our recent shot-to-shot rapid
scan PP26 measurements also suggest that increasing the number of
scan averages S is more effective in suppressing the low-frequency
1/ f experimental noise than an equivalent increase in the number of
points M per binned point τb,i. The scan parameters for the exper-
iments with different stage velocities in Sec. III are summarized in
Table I. These include the sample exposure time, finely sampled τ
step (Δτmin), number of ON/OFF pairs per bin (M), etc. The τ scan
range in the experiments, binned time step Δτbin = 0.132 fs with 15
points per 620 nm cycle, and S = 10 scans are kept fixed across all
experiments.

As shown in Table I, for a fixed scan range and the repetition
rate fR, the number of probe shots recorded with pump ON/OFF
states depends on the stage velocity. Defining a frame as s = 1000
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FIG. 4. Comparison of different averaging schemes. (a) Data averaging scheme shown for the case of the v3 scan in Table I. Black vertical lines represent consecutive probe
shots. (Un)shaded regions represent probe shots recorded with a pump (ON)OFF state. Blue boxes represent the number of consecutive ON/OFF pairs (s probe shots
and M = s/2 pairs) averaged together to form one binned delay point τb,i . S represents one complete τ scan. Several such scans S are conducted for each pump–probe
delay point T . (b) Schematic representation of binning for the data collection in (a). The simulated signal sampled with Δτmin (black) and with M = 100 averaged pairs
constituting one binned point τb,i , denoted as red dots. The area under the curve for 100 ON/OFF pairs is denoted by the shaded gray region around the binned data
point and corresponds to 0.132 fs on the binned delay axis. (c) Experimentally measured shot-to-shot probe intensity fluctuations added to the simulated signal S2D(τb,i ) at
T = 1 ps and λt = 645 nm where the signal maximizes. Three different averaging schemes are compared. ON/OFF pairs with m shots ON, m shots OFF and with total M
such ON/OFF pairs are averaged together to yield one binned point τb,i . m = 1 is the shot-to-shot detection case with M = 60 pairs averaged in the case of scan velocity
v4 (Table I). The plot is a zoomed in version of the full 70 fs scan range. Note that (m, M) are chosen such that the total laser shots contributing to a binned time step Δτbin
are fixed for all cases for a fair comparison. (d) Normalized Fourier transform of the data shown in (c). (e) Simulated signal with experimental probe noise for the shot-to-shot
(m = 1) case for four different numbers of ON/OFF pairs (M) per τb,i . This is done in order to simulate the effect of M, resulting from scanning with four different velocities
(Table I), on the experimental signal-to-noise ratio. (f) Normalized Fourier transform of the data shown in (e).

TABLE I. Scan parameters for different stage velocities. The τ scan range of 75.910 fs (−5.608 to 70.302 fs), binned time step Δτbin = 0.132 fs with 15 points per 620 nm cycle,
and S = 10 scans are kept fixed across all experiments. The trigger window is defined in Fig. 3(c). The sample exposure window is also defined in Fig. 3(c) and includes 30 ms
each for shutter opening and closing. A frame is defined as 1000 probe shots. The dead time is defined as the writing time after each τ scan and may not be needed for faster
scan velocities where the number of frames collected per scan is substantially less than the frame grabber onboard memory. The last column lists the SNR estimated from 2DES
measurements in Fig. 5(c).

Stage velocity
(mm/s)

Exposure
window (s)

Trigger
window (s)

ON/OFF pairs
per bin (M)

Theoretical
Δτmin (as) Δτbin (fs)

Frames recorded
per τ scan

Dead time per
τ scan (s) 2DES SNR

v1 = 0.4 4.192 3.498 300 0.5 0.132 343 7.642 32.82
v2 = 0.8 2.337 1.748 150 0.9 0.132 171 3.840 27.45
v3 = 1.2 1.693 1.165 100 1.4 0.132 114 2.481 19.58
v4 = 2.0 1.221 0.698 60 2.2 0.132 68 1.628 17.12
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consecutive probe shots, in the sequence acquisition47 mode imple-
mented here, the onboard memory of the frame grabber can store
a maximum of 490 frames. We therefore write a 2D spectrum on
the computer RAM after each τ scan, leading to a dead time after
each scan during which the frames are dumped on the computer
memory. However, for the faster velocities implemented here, the
number of frames per τ scan is substantially less than the maximum
possible, for instance, 68 frames per τ scan for 2 mm/s velocity. In
such cases, a dead time after each τ scan is not required because
all scans can be recorded together before writing them on the
computer RAM.

Note that in Table I, Δτmin for even the fastest velocity corre-
sponds to a wedge insertion ∼2.5× less than the minimum incremen-
tal resolution of the stage, implying that the maximum velocity that
could be used in our approach can be at least 2.5× faster. However,
we cannot use an arbitrarily fast stage velocity because stage move-
ment between pump ON and OFF states can no longer be ignored
if the signals SON

i+1 and SOFF
i vary substantially with τ stage movement

between consecutive shots. In this regard, programmable pulse shap-
ing approaches hold a distinct advantage because of no mechanical
delay elements. Consequently, in the AOPS approach18 of Kearns
et al. a “burst scan” approach is employed where instead of M points
per bin and S scans, an equivalent of M × S scans with no binning can
be implemented with a better suppression of 1/ f noise encountered
over the duration27 of the τ scan. In terms of scan efficiency,26 or the
number of pulses utilized vs wasted for a measurement, the AOPS
approach holds a clear advantage as well because no mechanical
delay elements are involved and therefore no pulses are wasted while
the stage attains a constant velocity or the scan direction is alternated
between forward and backward. Note that if scan efficiency is the
main concern, Fig. 3(c) suggests that the requirement of 3d distance
can be easily relaxed as well as the time required to attain a con-
stant velocity can be minimized by increasing the stage acceleration
(Table S1). However, maximizing scan efficiency has no bearing
on the 1/ f experimental noise encountered during a scan. Despite
these distinct advantages of programmable pulse shaping, the results
in Sec. III demonstrate that comparable throughput and SNR is
attainable even with mechanical delay scans through a combina-
tion of shot-to-shot detection with the rapid scan approach, with
vital advantages of simplicity and repetition-rate scalability without
sacrificing pump WLC bandwidth.

III. RESULTS AND DISCUSSION
This section compares various averaging schemes to demon-

strate advantages of shot-to-shot detection, followed by rapid
scan shot-to-shot 2DES experiments on Oxazine 170, including
a demonstration of SNR for different stage velocities and sample
concentrations.

A. Comparison of averaging schemes
Figure 4(c) compares the SNR possible with various averag-

ing schemes in order to motivate the 2DES experiments with rapid
scan shot-to-shot detection. “m” denotes the number of probe shots
that are averaged together with pump ON or OFF. The m = 1 case
results in the shot-to-shot 2D signal S2D defined earlier. In contrast,
m = 60 implies that 60 probe shots are averaged with pump ON and

OFF, and a difference of the two then yields S2D. “M” is the number
of such ON/OFF pairs that are averaged together to result in a 2D
signal at time τb,i. Figure 4(c) considers the case of maximum scan
velocity v4 in Table I. Note that the total number of probe shots “s”
that result in the averaged signal, s = 2 mM, is kept fixed for a fair
comparison between the three averaging schemes. This implies that
the reduction in the 1/ f component of experimental noise over the
duration of the τ scan18,27 is equivalent between the three averaging
schemes. The probe laser noise is estimated directly from the exper-
iment by passing the probe through the sample with pump blocked,
recording every probe shot, and subtracting the mean counts. The
probe noise at λt = 645 nm, where the signal maximizes, is then
grouped together as per the (m, M) combination and added to
the simulated signal. Figure 4(d) shows the corresponding Fourier
transform. The analyses in Figs. 4(c) and 4(d) demonstrate that the
faster the modulation of the PP signal, the better is the resulting
SNR. This is so because pump-induced intensity modulations in
the probe at the maximum possible frequency of 2/ fR minimize the
1/ f component27 of probe noise for a given τ data point. The rela-
tive standard deviation is quantified in Fig. S5(A) and corresponds
to 1×, 3.63×, and 5.68× for (m, M) = (1,60), (6,10), and (60,1),
respectively.

Figures 4(e) and 4(f) simulate the effect of the four different
τ scan velocities in Table I on the SNR for the case of m = 1, that
is, shot-to-shot detection. As before, experimentally measured shot-
to-shot probe noise is binned depending on the (m, M) = (1, M)
combination and added to the simulated signal. The number of
points per bin, M, is chosen to be 300, 150, 100, and 60 correspond-
ing to the four velocities v1–v4 (Table I). Figure S5(B) compares
the standard deviation of the time-domain noise floor for M = 60,
100, and 150 relative to the M = 300 case, against that expected
from 1/

√

M scaling of Gaussian noise with bin size. The noise floor
in the case of faster scans degrades less than that expected from
simply scaling the bin size, suggesting advantages of shot-to-shot
detection for faster scan velocities. This trend is qualitatively sim-
ilar to the reported18 suppression of 1/ f noise encountered over
the scan duration as the scans become faster. Overall, the SNR for
the v4 scan (M = 60) is only ∼1.78× less but with an advantage of
5× faster acquisition, suggesting equivalent advantages in the 2DES
experiments.

Note that in addition to faster throughput, a rapid delay scan
also proportionally minimizes the sample exposure time, which is
crucial to optimize in order to mitigate sample photodamage in
micro-spectroscopy applications. Sample exposure time per τ scan
is tabulated in Table I with one 2DES spectrum collected in ∼1.2 s
for the maximum velocity implemented here. Note that this expo-
sure time includes the additional time required by the stage to reach
from the point of 99.8% of the set velocity to the start of the trig-
ger window [time between the initial two vertical lines in Fig. 3(c)],
as well as the shutter opening and closing times before and after
each τ scan. As discussed in Sec. II D, future experiments without
this additional time and with at least 2.5× faster velocity can sig-
nificantly minimize this exposure time in a feasible manner without
running into issues related to stage movement during pump ON and
OFF states in a rapid scan approach. Based on these simulations,
Secs. III B and III C present shot-to-shot 2DES spectra for the
rapid scan settings in Table I to demonstrate the throughput and
sensitivity of the approach proposed here.
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FIG. 5. (a) Normalized 2D spectra of 0.37 OD Oxazine 170 in methanol at T = 1 ps recorded with stage velocities v1−v3 and v4. Contours are drawn at 5% and 10%–100% in
10% intervals for both positive or negative contours. The 2D spectrum for the fastest velocity v4 is broader and blue-shifted compared to other cases because this experiment
was conducted on a different day with a blue shifted pump bandwidth (Fig. S7). (b) Spectrally integrated 2D spectrum (along ωτ ) corresponding to v4 overlaid on the spectrally
resolved pump–probe (SRPP) spectrum at T = 1 ps. (c) S(τ) at T = 1 ps and ωt = 2.918 rad/fs for v1−v3 and v4. The error bar calculated over M bins per τ point and S
scans is overlaid as a translucent band on the signal. SNR calculated for each slice is mentioned in the inset. (d) Standard deviation vs the bin size for the different scan
velocities. The standard deviation for each case is normalized relative to the M = 300 (v1) case. The gray trace overlays the curve expected from the 1/√M scaling with
decreasing bin size M.

B. Shot-to-shot rapid scan 2D spectra
Figure 5 shows the absorptive 2D spectra S2D(τ, T, ωt) at

T = 1 ps collected for scan settings in Table I. Experimental 2D
data on Oxazine 170 in methanol are collected for a τ scan range of
−5.608 to 70.302 fs for a fixed pump–probe delay (T). The constant
offset between the forward and backward scans is aligned before the
τ scans are averaged together. The averaged 2D data are spectrally
integrated along the detection frequency axis, and the maximum
of the interferogram is determined. The spectrally integrated sig-
nal maximizes at zero τ delay between the pump pulses. The data
are cropped at the maxima before the Fourier transform along the τ
delay axis. Any error in determining the signal maximum results in
phasing issues, that is, mixed absorptive and dispersive line shapes
along ωτ in the relaxed 2D spectrum. Minor phasing errors of the
order of half the bin size can arise due to the binning procedure
described in Sec. II D. This is so because the binned data do not
necessarily sample the signal at τ = 0. In other words, the maxima of
the binned signal is at τ = 0 ± Δτshift . This shift in delay results in an
extra phase factor in the Fourier transformed signal and needs to be
quantified to accurately phase the 2D spectra. This is done by com-
paring the binned τ scans with a finely binned scan with M = 25 and
correcting for Δτshift in the frequency domain. The maximum timing
error in this method is given by 0.5 × Δτbin for M = 25, which corre-
sponds to a phase error of less than λ/369 at 620 nm. This procedure
is illustrated in Fig. S6.

Figure 5(a) shows the 2D spectra of Oxazine 170 at T = 1 ps with
sample OD 0.37 in a 500 μm pathlength cuvette for the four scan
velocities. The scan velocities and related parameters are shown in
Table I. The frequency resolution along the τ axis is system limited
due to fast optical dephasing. For a scan range of ∼70 fs, the resulting

frequency resolution after maximum allowed N to 2N zero-padding
is ∼238 cm−1. The 2D spectrum for the fastest velocity is broader
and blue-shifted compared to other cases because this experiment
was conducted on a different day with a blue shifted pump band-
width (Fig. S7). The changes in the 2D spectra corresponding to
different pump bandwidths compare well with those expected from
the relaxed 2D spectrum constructed with the experimental pump
and probe bandwidths and independently measured absorption and
spontaneous emission line shapes40 (Fig. S7). Figure 5(b) compares
the spectrally integrated phased 2D spectrum at 1 ps with the spec-
trally resolved pump–probe spectrum at 1 ps (Sec. S2) for the fastest
scan velocity. The overlap of the two spectra indicates no resid-
ual phase in the recorded signal along the detection axis as may be
expected in homodyned detection.45

Figure 5(c) shows the τ-domain traces at ωt = 2.918 rad/fs
(λt = 645 nm) for the four stage velocities with the error bar over-
laid. The SNR for each case is estimated similar to Refs. 18 and 48,
by the inverse of the standard deviation of the normalized signal
for a range of τ > 40 fs where the signal has completely dephased.
Figure 5(d) plots the corresponding standard deviation vs the bin
size for the three velocities. The SNR is lowest for the fastest veloc-
ity v4, as expected for the smallest bin size. However, v4 reduces the
number of probe shots needed to record a 2D spectrum by 5× with
SNR deteriorating only by ∼1.9× compared to the slowest scan (max-
imum points per bin case). When this measured SNR in Fig. 5(d) is
compared against the expected 1/

√

M dependence of SNR at each
τ data point, the noise floor increases with decreasing bin size as
expected. However, similar to the trend in simulations in Fig. S5,
the noise floor consistently degrades less than that predicted by the
1/
√

M scaling with decreasing bin size M. This again emphasizes
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the point that rapid scan with shot-to-shot detection is expected to
suppress18 the low-frequency 1/ f noise encountered27 over the dura-
tion of a scan. Note that such a suppression will be maximum for
a “burst” scan (Sec. II D), which is straightforward in the AOPS
approach because phase errors arising from stage movement dur-
ing consecutive pump ON and OFF states (Sec. II C) are entirely
circumvented in programmable pulse shaping.

C. Sensitivity
Encouraged by the SNR degradation lesser than what is

expected from 1/
√

M scaling of Gaussian or random noise
[Fig. 5(d)] along with simultaneous throughput improvement, we
decided to test the sensitivity of the rapid scan shot-to-shot detec-
tion approach by reducing the sample concentration at the velocity
of 1.2 mm/s, that is, 3× faster than the case for which best the SNR is
measured (due to more number of points per bin). The starting OD
in 500 μm cuvette is 0.37 as before, which corresponds to a number
density of 5.5 × 1016 molecules/cm3. Figure 6(a) shows consistent
measurements of 2D spectra for concentrations down to 7.8 × 1015

molecules/cm3 corresponding to an OD of 0.053 in 500 μm cuvette.
A small red-shift of 0.029 rad/fs (6.3 nm) is seen along the detection
axis from lowest to highest OD. We checked that this trend is consis-
tent with the measurement of fluorescence spectra (Fig. S8), which
show a progressively increasing red-shift from lowest to highest OD
likely caused by emission reabsorption49 at higher concentrations.
The SNR in Fig. 6(b) degrades with decreasing concentration as is
expected. Degrading SNR implies that the negative 5% excited state
absorption (ESA) signal contour at ωt = 3.52 rad/fs is at the noise
floor. This level of SNR is achieved with total 1.14 × 106 probe shots
(Table I), that is, ∼11.6 s of averaging. The total experimental time is

∼3× longer because it includes the full sample exposure window and
the dead time, which lowers the overall scan efficiency26 in the case
of rapid scanning of mechanical delays as compared to the AOPS
approach. As discussed in Sec. II D, the rapid scan efficiency for a
given velocity can be improved by avoiding dead times and min-
imizing the additional distance traveled by the stage at a constant
velocity. Note, however, that the scan efficiency has no bearing on
the SNR reported here, which reports the SNR encountered during a
scan and therefore does not depend on the dead times encountered
before or after a scan. If desired, a higher level of sensitivity is also
straightforward to achieve by using slower scan velocities, that is,
larger bin size M or longer averaging through a slower scan velocity.

In comparison to the above SNR and averaging times reported
for sample concentrations of 7.8 × 1015 molecules/cm3, the state-
of-the-art AOPS approach to WLC-2DES has reported18 an SNR of
4.2 in 180 s of averaging at 100 kHz for a sample concentration of
2.6 × 1017 chlorophyll a molecules/cm3 (OD 0.08 in 50 μm cuvette).
Note that our crossing angle of 7.5○ implies that the pump–probe
spot overlap will not be perfect throughout the cuvette pathlength.
This is further verified from Fig. S3 where the maximum signal
drops to approximately half within a 200 μm region as the cuvette
is translated along the beam propagation direction. This suggests
that the sample pathlength over which the pump–probe signal is
predominantly generated is less than the cuvette pathlength and
therefore the effective sample OD, which generates the pump–probe
signal that may be less than 0.05. Note also that in comparison
to the conventional 2DES approaches mentioned above, a recent
rapid scan fluorescence-detection 2DES approach21 has reported
measurements of coherent 2D signals, which are only ∼10% of popu-
lation signals for sample ODs as low as ∼1 mOD, although at 1 MHz
repetition rate and with significantly longer averaging times.

FIG. 6. (a) Normalized T = 1 ps 2D spectra of Oxazine 170 at three different concentrations recorded at velocity v3. Contours are drawn at 2% 5% and 10%–100% in 10%
intervals for both positive or negative contours. (b) S(τ, T , ωt ) at ωt = 2.918 rad/fs for the three concentrations. The error bar calculated over M points per bin and S scans
averaged is overlaid as a translucent band on the signal. The SNR calculated for each slice is mentioned in the inset.
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IV. CONCLUSIONS
We have introduced a repetition rate scalable approach to

2DES that combines the benefits of shot-to-shot detection with rapid
scanning of mechanical delays to provide a viable alternative to state-
of-the-art AOPS approaches. Our approach relies on the simplicity
of conventional optical elements to generate phase-locked pump
pulse pairs and a broadband white light continuum as input. We
demonstrate this through mutual synchronization between the laser
repetition rate, acousto-optical deflector (AOD), pump delay stage,
and CCD line camera, which allows for rapid scanning of pump
optical delay synchronously with the laser repetition rate, while the
delay stage is moved at a constant velocity. The resulting shot-to-
shot detection scheme is repetition rate scalable with the throughput
only limited by the CCD line rate and the maximum stage velocity
without any limitations imposed on the pump WLC bandwidth as fR
increases beyond 100 kHz. Using this approach, we demonstrate the
measurement of an averaged 2DES absorptive spectrum in as much
as 1.2 s of continuous sample exposure per 2D spectrum. We achieve
a signal-to-noise ratio (SNR) of 6.8 for optical densities down to 0.05
with 11.6 s of averaging at a 100 kHz laser repetition rate. We dis-
cuss limitations of mechanical delays compared to programmable
pulse shaping in terms of “burst scans,” where AOPS approaches can
provide maximum 1/ f noise suppression and better scan efficiency.
However, compared to AOPS approaches, the approach proposed
here does not run into fundamental limitations of AOPS approaches
at higher repetition rates, such as the limited time aperture–RF
bandwidth product and RF update rate. For example, as also sum-
marized in Tables 1 and 2 of Refs. 35, an ∼30 fs input pump pulse
in our case with central wavelength of 620 nm can be scanned up
to 1.6 ps maximum τ delay before the effect of chirp in one of the
pump pulses becomes more than 10%. This suggests that a signif-
icantly higher ωτ spectral resolution is in general possible without
sacrificing the pump bandwidth and with repetition-rate scalabil-
ity. Overall, combining rapid scan with shot-to-shot detection as
demonstrated here provides throughput and sensitivity compara-
ble to the AOPS approach, is repetition-rate scalable, and minimizes
sample exposure per 2D spectrum. Our demonstration opens door
to promising micro-spectroscopy applications using a combination
of repetition rate tunable Yb:KGW amplifiers and currently available
cameras of up to 250 kHz line rates, which can be easily accommo-
dated without any change in the experimental setup except the input
TTL signal.

SUPPLEMENTARY MATERIAL

See the supplementary material for pulse width and instrument
response function measurements, SRPP spectra, signal vs cuvette
position and spot size measurements, the phasing procedure, linear
absorption and emission spectra of Oxazine 170, and the estima-
tion of the relaxed 2D spectrum from absorption and emission line
shapes.
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