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1 Introduction

String-inspired non-local QFTs [1–13] have attracted significant attention in the recent

years, due to their apparent ability to solve several problems in high-energy physics. The

fact that non-local QFTs are free from UV divergences and do not introduce any new poles

to amplitudes made them suitable for furnishing solutions to several problems, such as

the hierarchy problem [14–17] and finding bouncing solutions to gravity [18]. The good

behavior of string-inspired non-local QFTs with infinite derivatives, arises from the non-

locality form factor that modulates the kinetic term, usually taken as the exponential of

an entire function of the d’Alembertian operator,

SNL =

∫
d4x

[
− 1

2
ϕe

✷+m2

Λ2 (✷+m2)ϕ− V (ϕ)

]
, (1.1)

where Λ is the scale of non-locality, i.e. the scale at which non-local effects come into

play. In particular, it is easy to see that loop amplitudes become modulated by a factor

∼ e−s/Λ2
, thereby making UV divergences exponentially suppressed for energy scales larger
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than Λ. This renders non-local QFTs formulated in this manner super-renormalizable in

principle. Another attractive feature of this formulation, lies in the fact that an exponential

form factor does not introduce any new poles in the propagators, and therefore does not

introduce any new degrees of freedom compared with the local version of the theory.

In this paper, we will be concerned mainly with non-local QED. The first realistic

formulation of non-local QED was presented in [19]. The non-local QED Lagrangian in

the Feynman gauge can be expressed as follows

L = −1

4
Fµνe

✷

Λ2
g Fµν +

1

2

[
iΨe

−∇2

Λ2
f ( /∇+m)Ψ + h.c.

]
, (1.2)

where the covariant derivative is given by

∇µ = ∂µ + iQeAµ =⇒ ∇2 = ✷+ iQe(∂ ·A+A · ∂)−Q2e2A2. (1.3)

Notice that while the ordinary derivative is used in the gauge sector, the covariant

derivative has to be used in the fermion sector to make the Lagrangian gauge invariant.

Also notice that in general, the non-locality scales for the gauge and fermion sectors needn’t

be the same. In fact, as we will see later on, non-locality (at least in the fermion sector),

should be flavor-dependent. The Feynman rules corresponding to the propagators and

interaction vertex are given by

Πµν
g (p) =

−igµνe
p2

Λ2
g

p2 + iϵ
, (1.4)

Πf (p) =
ie

p2

Λ2
f (/p+m)

p2 −m2 + iϵ
, (1.5)

V µ(q1, q2) = i
Qe

2

[
(qµ1 /q2 + qµ2 /q1)

(
e

q21
Λ2
f − e

q22
Λ2
f

q21 − q22

)
+
(
e

q21
Λ2
f + e

q22
Λ2
f

)
γµ

]
, (1.6)

where q1,2 are the momenta of the (outgoing) fermions. The details for deriving these rules

are provided in [19], where we refer the interested reader.

Recently, there has been an attempt to solve the (g−2)µ anomaly [20] through utilizing

the above non-local QED extension. As it is well-known, there is a discrepancy between

the theoretically predicted (see [23] and the references therein) and experimentally mea-

sured [24–27] magnetic dipole moment of the muon, which currently stands at a significance

of 4.2σ,1

∆aµ = aExpµ − aSMµ = 251(59)× 10−11. (1.7)

1The recent results from Fermilab [28] brings the world average of the discrepancy to 249(59) × 10−11,

which brings its significance to the 5.0σ threshold. However, we should point out that recent high-precision

QCD lattice simulations [29–31] appear to agree with the experimental measurements, thus reducing the

anomaly and placing tension between the lattice approach and the data-driven approach. We will ignore

this tension here as it is irrelevant for our discussion.
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Other recent proposals to explain the anomaly include utilizing the SM Effective Field

Theory (SMEFT), [32–39], to which other proposal, such as non-locality, can be mapped.

The authors in [20] used the non-local QED extension above, in order to calculate the

QED form factors F1(q
2) and F2(q

2), and use them to explain the (g− 2)µ discrepancy by

suitably setting the scale of non-locality to generate the anomaly, where the authors found

that a scale on non-locality for the muon of Λµ = 4.384TeV would be sufficient to generate

the anomaly.

While the argument in [20] is in general correct, the authors nonetheless made errors

in their calculation. In specific, the authors calculated the correction to the form factors

at tree-level and at one-loop level, and while their tree-level calculation is correct, their

calculation at 1-loop is erroneous. In addition, there is another conceptual error related

to interpreting the results. The authors claim that one way to interpret their results is to

assume violation of gauge invariance. We show that this is incorrect, as gauge invariance

will always be preserved.

In this paper, we fix the 1-loop calculation made in [20] by recalculating the form

factors at 1-loop using the correct treatment for the non-local form factor, and we provide

the correct interpretation of the results. In addition, we utilize our machinery to obtain

other 1-loop results in non-local QED, such as the photon self-energy, the modification

to the electric potential, and the contribution to the Lamb shift. We also discuss charge

dequantization that corresponds to non-locality, and we utilize it to set stronger bounds

on the scale of non-locality from the bounds on millicharged particles.

We point out that after finalizing this paper, we found that some of the authors

of [20] extended their treatment in [21] to calculate several phenomenological results in

non-local QED, some of which overlap with our results. This includes calculating the non-

local corrections to the photon propagator, the Coulomb potential, the Lamb shift, the

electrostatic force, and the running of the QED coupling α in non-local QED. However, the

calculation in [21] utilized the same erroneous treatment used in [20] (see 3 for the discussion

of this erroneous treatment). As all their results are predicated upon the erroneous loop

correction to the photon propagator, all these results are also incorrect. In addition, they

claim that non-locality already arises in the photon propagator at the tree-level, which is

incorrect, as according to [22], any non-interacting non-local QFT is in fact local, which

can be shown through a simple change of variable of the wavefunction that absorbs the

non-locality on the non-interacting QFT in the definition of the field itself. Therefore, All

the results in [21] are erroneous.

This paper is organized as follows: in section 2, we review the results obtained in [20]

and highlight the errors they committed, then we provided the corrected calculation of

the form factors in section 3. In section 4, we present our additional novel results in non-

ocal QED at 1-loop. We also comment on the formalism of non-local QED with infinite

derivatives based on our result. Finally, we conclude in section 5.
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Figure 1. Tree-level (left) and 1-loop (right) contributions to the (g − 2)µ anomaly. The propa-

gators and vertices are non-local.

2 Review of the previous non-local (g − 2)µ results

In this section, we quickly review the main results in [20] and highlight the errors committed

by the authors. The non-local contribution to the (g−2)µ was evaluated by calculating the

tree-level and the 1-loop corrections to the γµ+µ− vertex shown in figure 1. At tree-level,

the matrix element can be written as

iMµ = ieu(q2)Γ
µ(p)u(q1), (2.1)

where p = q2 − q1, and the vertex function Γµ is expressed in terms of the form factors F1

and F2 as follow

Γµ(p) = F1(p
2)γµ + F2(p

2)
iσµν

2m
pν . (2.2)

In non-local QED, Γµ(p) is given by eq. (1.6). The Dirac equation and the Gordon

identity can be used to bring the matrix element in eq. (2.1) to the form

Mµ = eu(q2)

{[
m2

(
e

q22
Λ2
f − e

q21
Λ2
f

q22 − q21

)
+

1

2

(
e

q22
Λ2
f + e

q21
Λ2
f

)]
γµ − impν

2
σµν

(
e

q22
Λ2
f − e

q21
Λ2
f

q22 − q21

)}
u(q1),

(2.3)

and for the muon we have Λf ≡ Λµ. Comparing (2.3) with (2.1) and (2.2), we can imme-

diately identify

F1(p
2) = m2

(
e

q22
Λ2
µ − e

q21
Λ2
µ

q22 − q21

)
+

1

2

(
e

q22
Λ2
µ + e

q21
Λ2
µ

)
, (2.4)

F2(p
2) = −m2

(
e

q22
Λ2
µ − e

q21
Λ2
µ

q22 − q21

)
. (2.5)

Setting µ± to be on-shell, i.e. q21 = q22 = m2
µ, we see that the muon g factor is given by

gµ = 2
(
F1(p

2 = 0) + F2(p
2 = 0)

)
= 2e

m2
µ

Λ2
µ , =⇒ (g − 2)µ = 2(e

m2
µ

Λ2
µ − 1) ≃ 2

m2
µ

Λ2
µ

, (2.6)
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and therefore, generating the anomaly in eq. (1.7) at tree-level only requires Λµ ≃ 3TeV.2

This is the main result in [20] and it is indeed correct.

Matters are different, however, when considering the 1-loop contribution shown on the

r.h.s. of figure 1. When calculating the 1-loop diagram, the authors in [20] expanded the

non-locality form factor as follows:

e±s/Λ2
f = 1± l2 + l · (· · · ) + p2ext

Λ2
f

+ · · · , (2.7)

where pext are the external momenta and l is the internal momentum in the loop to be

integrated over. The authors claimed that all higher-order corrections were divergent and

needed regularization, keeping only the non-divergent leading order for their calculation,

and keeping the non-locality form factor with only one vertex/propagator at a time in

their calculation, while assuming the other vertices/propagators to be local in the matrix

element. This way, they furnished six sub-diagrams for the 1-loop calculation by assigning

the non-locality to a different vertex/ propagator each time, then they summed all six

matrix elements together. This treatment is erroneous, as expanding in powers of l2/Λ2
f

breaks down when l ≳ Λf , which is bound to happen when the integral over l is carried

out. Thus, all the results in [20] at 1-loop are incorrect.

Contrary to the claim of the authors in [20], the momentum integrals in non-local QFTs

are actually non-divergent, although they might still need regularization in some cases to

keep the threshold corrections within acceptable limits as discussed in [14] and as we show

later on. In fact, the main motivation for introducing an exponential non-locality form

factor was to render the theory super-renormalizable and free from any UV divergences.

Expanding the non-locality form factor as in eq. (2.7) while truncating the said expansion

at a certain order in the internal momentum l invalidates this renormalizability, as now

the infinite series in l (which sums up to a finite exponential), is turned into a finite sum

that is now divergent. This is clearly an incorrect prescription to deal with the form of

non-locality at loop-level.

As we shall show in the next section, the proper prescription is to expand in powers of

the external momenta (divided by the scale of non-locality), rather than the loop momen-

tum, i.e. expand in powers of pext/Λ. This is because for all relevant observables, including

the contribution to the magnetic dipole moment, the external momenta are always small

compared to the scale of non-locality, which according to [19] is constrained by the LHC

data to be larger than ∼ 2.5−3TeV. Of course, for calculations where the external mo-

menta are large and comparable to the (presumed) scale of non-locality, the expansion in

pext/Λ is not valid, however, when this occurs, the entire Lagrangian in eq. (1.2) is no

longer valid as an Effective Field Theory (EFT), and must be replaced with the full (and

yet unknown) UV theory. This case is not relevant at the low energies of interest for our

purposes and we ignore it here.

2The value of Λµ ≃ 4.384TeV cited in [20] includes the (incorrect) loop correction.
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3 Corrected results for F1(p
2) and F2(p

2)

In this section, we show how to calculate the matrix element that corresponds to the 1-

loop diagram shown on the r.h.s. of figure 1 in non-local QED. Specifically, we show how

to extract the form factors F1(p
2) and F2(p

2). In our calculation, we limit ourselves to the

LO in the expansion of pext/Λ. The matrix element can be written as

iMµ =

(
−ie
2

)3

u(q2)

∫
d4k

(2π)4
V ν(q2, k + q2)Πf (k + q2)V

µ(k + q1, k + q2)

×Πf (k + q1)V
ρ(q1, k + q1)Πg,νρ(k)u(q1), (3.1)

where Πf , Πg and V are given eqs. (1.4), (1.5) and (1.6), respectively.

3.1 The proper momentum expansion

Consider a non-locality factor that is a function of the sum of the external momentum q

and the internal momentum k. We can expand the external momenta assuming that they

are small compared to the scale of non-locality as follows

exp

[
(k + q)2

Λ2

]
= exp

(
k2 +m2 + 2q · k

Λ2

)
,

= exp

(
k2 +m2

Λ2

)[
1 +

2q · k
Λ2

+
1

2!

(2q · k)2

Λ4
+

1

3!

(2q · k)3

Λ6
+ · · ·

]
,

= exp

(
k2 +m2

Λ2

)[
cos

(
2iq · k
Λ2

)
− i sin

(
2iq · k
Λ2

)]
, (3.2)

where we have assumed that the fermion is on-shell in the first line. Notice that af-

ter the Wick rotation, as required for loop calculations, the exponential factor becomes

exp (−k2E/Λ2), and that the internal momentum is to be integrated over from 0 to ∞,

however, in any case, the value of the sine and cosine functions will always be between 0

and 1 regardless of the value of k. In the regime k ≪ Λ (with q ≪ Λ always implied), we

can approximate the sine and cosine functions to LO, i.e.

cos

(
2iq · k
Λ2

)
≃ 1 +O

(
1

Λ2

)
,

sin

(
2iq · k
Λ2

)
≃ 0 +O

(
1

Λ2

)
, (3.3)

On the other hand, in the regime where k ≫ Λ (again with q ≪ Λ also implied), the

exponential factor e−
k2

Λ2 ≪ 1, which implies that in eq. (3.2)

cos

(
2iq · k
Λ2

)
e−

k2E
Λ2 , sin

(
2iq · k
Λ2

)
e−

k2E
Λ2 ≪ 1, (3.4)

and the contribution in this regime is negligible. This only leaves the regime where k ∼ Λ.

In this regime, e−
k2E
Λ2 is not small, however, q · k/Λ2 ∼ q/Λ ≪ 1, which implies that

– 6 –
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the approximation in eq. (3.3) continues to hold (as long as the q ≪ Λ). Therefore, the

non-locality form factor can be approximated as follows

exp

[
(k + q)2

Λ2

]
≃ exp

(
k2 +m2

Λ2

)[
1 +

2q · k
Λ2

+ · · ·
]
. (3.5)

Finally, we point out that given the experimental bound on Λ ≳ 2.5−3TeV, for all

practical purposes, the mass in eq. (3.5) can also be dropped. We have checked numerically

that for masses ∼ O(EW), the LO in the approximation in eq. (3.5) differs from the

numerical solution be no more than 1% [14], thus justifying our treatment.

3.2 The matrix element at LO in 1/Λ

Given the above expansion, we can simplify the matrix element in eq. (3.1). Working to

the LO in 1/Λ, it is easy to see that all non-locality factors become ∼ ek
2/Λ2

(1+O(1/Λ2)).

Thus, the full matrix element simplifies to

iMµ ≃ −e
3

4

∫
d4k

(2π)4

[ exp

(
3k2

Λ2
f
+ k2

Λ2
g

)
[(k + p)2 −m2][(k − q1)2 −m2

γ ][k
2 −m2]

]

×u(q2)

{(
e

k2

Λ2
f + 1

)2
γν(/k + /p+m)γµ(/k +m)γν

−

(
e

2k2

Λ2
f − 1

k2 −m2

)
γν(/k + /p+m)γµ(/k +m)(kν/q1 + q1ν/k) (3.6)

−

(
e

2k2

Λ2
f − 1

(k + p)2 −m2

)
[(kν + pν)/q2 + qν2 (/k + /p)](/k + /p+m)γµ(/k +m)γν

+
(
e

k2

Λ2
f − 1

)2 [(kν + pν)/q2 + qν2 (/k + /p)]

[(k + p)2 −m2][k2 −m2]
(/k + /p+m)γµ(/k +m)(kν/q1 + q1ν/k)

}
u(q1),

where we have given the photon a mass mγ in order to regulate the IR divergence that

corresponds to the massless photon. The expression is quite complex. However, it can

be greatly simplified by inspecting the naive degree of divergence for each term. It is

not hard to see that the first term dominates, whereas the remaining 3 yield subleading

corrections. More specifically, we see that the first term ∼ k0, whereas the second and

third terms ∼ 1/k, and the last ∼ 1/k2. Thus, the last 3 terms will be suppressed by one

or two extra powers of the scale non-locality compared to the first. Explicit calculation

shows that the first term yields a contribution ∼ O(1), whereas the remaining terms yield

a leading contribution ∼ O(m2/Λ2
f ) at best. Therefore they can be safely neglected. In

the following, we only consider the contribution from the first term.

In order to extract the NLO corrections to the form factors δF1(p
2) and δF2(p

2), we

need to bring the matrix element to the canonical form

iMµ = (−ie)u(q2)

[
δF1

(
p2

m2

)
γµ +

iσµν

2m
pνδF2

(
p2

m2

)]
u(q1). (3.7)

– 7 –
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Following the standard procedure of collecting the denominators through the Feynman

parameters, then using the Ward and Gordon identities, and after significant Dirac algebra,

the matrix element becomes

iMµ ≃ e3
∫
dxdydzδ(1− x− y − z)

∫
d4k

(2π)4

(
e
(5+r2) k2

Λ2
f + 2e

(4+r2) k2

Λ2
f + e

(3+r2) k2

Λ2
f

)

×u(q2)

(
−1

2k
2 + (1− 4z + z2)m2

(k2 −∆)3
γµ +

imz(1− z)

(k2 −∆)3
pνσ

µν

)
u(q1), (3.8)

where we have defined r ≡ Λf/Λg and ∆ = −xyp2 + (1− z)2m2 + zm2
γ .

3.3 Extracting δF1(p
2)

Comparing eq. (3.7) with eq. (3.8), we find that

δF1(p
2 = 0) ≃ ie2

∫
dxdydzδ(1− x− y − z)

∫
d4k

(2π)4

(
e
(5+r2) k2

Λ2
f + 2e

(4+r2) k2

Λ2
f + e

(3+r2) k2

Λ2
f

)
×

(
−1

2k
2 + (1− 4z + z2)m2

(k2 −∆)3

)
, (3.9)

and it is quite straightforward to calculate the momentum and Feynman integrals to obtain

δF1 ≃ α

16π

[
18− 8 log

(
m2

m2
γ

)
− Ei

(
−(3 + r2)m2

Λ2
f

)
− 2Ei

(
−(4 + r2)m2

Λ2
f

)

−Ei

(
−(5 + r2)m2

Λ2
f

)]
(3.10)

where the exponential integral function Ei(t) is given by

Ei(t) = −
∫ ∞

−t
dz
e−z

z
, (3.11)

and we have dropped the photon mass inside Ei(t) since it is free from any IR divergences.

Nonetheless, there is a logarithmic IR divergence when mγ → 0 which needs to be regu-

larized, just like the case in local QED. On the other hand, unlike local QED, the result

is free from any UV divergences, which is a direct result of the exponential non-locality

form factor that rendered all amplitudes finite. Curing the IR divergence can be done by

following the prescription used in local QED. For instance, since m2
γ = p2 = E2, we can set

E to be equal to some minimum energy Emin that defines the resolution of the detector,

however, we find it more suitable to use the renormalization prescription formulated in [14]

to renormalize non-local QFTs.

The reason behind this choice is as follows: although after removing the IR divergence

in eq. (3.10) and using Λr ≃ 3TeV that corresponds to solving the (g − 2)µ anomaly,

one obtains (assuming r ∼ 1) an NLO correction δF1 ∼ O(10−2), which is acceptable;

we should note that this does not hold when the scale of non-locality is much larger than

– 8 –



J
H
E
P
0
1
(
2
0
2
4
)
0
1
5

that. Specifically, as found in [14], quadratic divergences in the local QFT translate into a

quadratic dependence on the scale of non-locality in the non-local version, and logarithmic

divergences in the local QFT translate into a logarithmic-like dependence on the scale of

non-locality through the function Ei(−t), which behaves like a logarithmic function for

t ≪ 1. These threshold correction could be unacceptably large in some situations (as we

shall show below), and become divergent when Λf → ∞.

To remedy such situations, [14] formulated a prescription to renormalize non-local

QFTs dubbed the Non-locality Renormalization Scheme (NRS), where any quadratic de-

pendence on the scale on non-locality is subtracted, whereas the logarithmic-like depen-

dence is either kept (the Minimum Non-locality Subtraction or MNS), or subtracted (the

Modified Minimum Non-locality Subtraction or MNS), such that in the limit Λ → ∞, the

non-local result will correspond to the dimensionally regularized local case, up to possibly

scheme-dependent constant terms. Both schemes are generic and can be used for any QFT.

In our case, the quadratic dependence on Λf is already absent, thus we need to utilize the

MNS scheme. In the MNS scheme, we use the following prescription

Ei

(
−m2

Λ2

)
→ Ei

(
−m2

Λ2

)
− Ei

(
−µ2

Λ2

)
, (3.12)

where µ is a renormalization scale. Using this prescription with eq. (3.10), then using the

expansion of Ei(−t) for small argument

Ei

(
−m2

Λ2

)
≃ γE + log

(
m2

Λ2

)
, (3.13)

eq. (3.10) simplifies to

δF1(0) ≃
α

4π

[
9

2
− 2 log

(
m2

m2
γ

)
− log

(
m2

µ2

)]
. (3.14)

The renormalization scale µ, should be chosen appropriately based on some renor-

malization condition. As suggested in [14], the NRS was introduced so that in the limit

Λ → ∞, the renormalized non-local QFT would agree with the renormalized local QFT,

upto possible scheme-dependent constant terms. Therefore, a suitable renormaliztion con-

dition is to require the vanishing of all higher-order corrections to F1. Therefore, setting

eq. (3.14) to vanish implies

µ2 ≡ m6

m4
γ

e−9/2, (3.15)

and it is fairly easy to see that through suitable renormalization conditions, all higher-

orders corrections to F1 can be made to vanish, such that the renormalization at tree-level

is exact to all orders in non-local QED, just as the case in local QED, i.e.

F1(0) = FLO
1 (0) + δFNLO

1 (0) + δFNNLO
1 (0) + · · · = FLO

1 (0) =

(
1 +

m2

Λ2
f

)
e

m2

Λ2
f ≃ 1 +

2m2

Λ2
f

,

(3.16)

where FLO
1 (0) is obtained from eq. (2.4) by taking the limit q22 → q22 = m2, and we see that

limΛf→∞ F1(0) = 1, in agreement with the local limit.
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3.4 Extracting δF2(q
2)

Comparing eq. (3.8) to eq. (3.7), we immediately identify the NLO correction to F2(p
2)

δF2(p
2 = 0) ≃ 2im2e2

∫
dxdydzδ(1− x− y − z)z(1− z)

×
∫

d4k

(2π)4

(
e
(5+r2) k2

Λ2
f + 2e

(4+r2) k2

Λ3
f + e

(3+r2) k2

Λ2
f

)(
1

(k2 −∆)3

)
, (3.17)

and following the same procedure used to obtain δF1, it is fairly straightforward to evaluate

the integrals and find

δF2(p
2 = 0) ≃ α

2π

[
1 +

(3 + r2)m2

12Λ2
f

Ei

(
−(3 + r2)m2

Λ2
f

)
+

(4 + r2)m2

6Λ2
f

Ei

(
−(4 + r2)m2

Λ2
f

)

+
(5 + r2)m2

12Λ2
f

Ei

(
−(5 + r2)m2

Λ2
f

)
+O

(
m2

Λ2
f

)]
. (3.18)

Given the vanishing of F2(0) at tree-level, we can see that eq. (3.18) yields the correct

local limit, i.e. limΛf→∞ F2(0) = α/2π. Nevertheless, the result in eq. (3.18) is inaccurate.

More specifically, although the leading term in eq. (3.18) is indeed correct, the subleading

corrections are incomplete. The reason behind this is that the leading corrections arising

from the neglected terms in eq. (3.6) (the last 3 terms), and the NLO expansion terms in

external momenta p·k/Λ2
f and q·k/Λ2

f in the first term in eq. (3.6), will yield contributions of

the same size as the subleading corrections in eq. (3.18). Therefore, a proper calculation of

δF2(0) would require expanding eq. (3.6) to NLO in the external momenta, then keeping the

terms that yield contributions of the same order as the subleading corrections in eq. (3.18).

However, this is a challenging task, as there are literally hundreds of terms in the expansion.

Nonetheless, there is no need for alarm, as the size of these contribution is easy to estimate

δFNLO
2 (p2 = 0) ∼ k × αm2

16πΛ2
f

Ei

(
−m2

Λ2
f

)
, (3.19)

where k ∼ (a few). Thus we have

F2(p
2 = 0) ≃ α

2π

[
1 + k

m2

8Λ2
f

Ei

(
−m2

Λ2
f

)]
. (3.20)

Numerically, if we use Λf ∼ 3TeV as required by the anomaly, and set k = 100, then

the NLO correction would be ∼ α
2π ×O(10−7) ≪ FLO

2 (0). Therefore, the NLO corrections

can be safely neglected and there is no need for any exact calculation at NLO.

4 Further results at 1-loop in non-local QED

We have shown in section 2 how to correct the results in [20] and provided the proper

treatment to calculate loop diagrams in non-local QFTs in the limit Λ ≫ pext. In this
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Figure 2. Photon self-energy in non-local QED. The diagram on the left is unique to the non-local

case and arises from expanding the covariant derivative in the non-local form factor.

section, we will utilize this treatment in order to perform several novel calculations in non-

local QED. Specifically, we calculate the photon self-energy, how non-locality modifies the

Coulomb potential of electric charges, and the modification of non-locality to the enegy

levels of the hydrogen atom, especially its contribution to the Lamb shift. We also discuss

charge dequantization through non-locality and the corresponding bounds on the scale of

non-locality that can be obtained from millicharge searches.

4.1 Photon self-energy

Here we calculate the photon self-energy in non-local QED. This result is necessary for

calculating the corresponding modification to the Coulomb potential, i.e. the non-local

Uehling potential. Unlike local QED, where there is only one diagram that contributes to

the photon self-energy at 1-loop (the diagram on the r.h.s. of figure 2), non-local QED has

an additional contribution through the vertex ψψγγ (the diagram on the l.h.s. of figure 2).

This diagram arises from expanding the covariant derivative in the non-local form factor

and is a direct result of requiring the action to be gauge invariant. The contribution from

this diagram is given by

iΠµν = −ie2
∫

d4k

(2π)4
Tr

[
V µν ie

k2

Λ2
f (/k +m)

k2 −m2

]
, (4.1)

where V µν corresponds to the vertex ψψγγ. The Feynman rule that corresponds to this

vertex is a very complicated function that was calculated in [40]. Luckily, we don’t need to

evaluate this contribution explicitly, as it can easily be shown that when closing the loop

(i.e. when the momenta of the fermions are equal), V µν vanishes. On the other hand, the

second contribution is non-vanishing and to the leading order in q/Λf , is given by

iΠµν = −e2
∫

d4k

(2π)4
e

4k2

Λ2
f Tr

[
γµ(/k + /q +m)γν(/k +m)

((k + q)2 −m2)(k2 −m2)

]
, (4.2)

which can be calculated through the standard way, yielding the result

Πµν ≃ −2α

π

∫ 1

0
dx

[
Λ2
f

16
gµν + (q2gµν − qµqν)x(x− 1)Ei

(
−4m2 − 4x(x− 1)q2

Λ2
f

)]
+O(1).

(4.3)

Notice that the result has a quadratic dependence on the Λ2
f , as well as a logarithmic-

like dependence on the Λ2
f through the function Ei(t). As explained in detail in [14]

– 11 –



J
H
E
P
0
1
(
2
0
2
4
)
0
1
5

and highlighted in section 3.3, this dependence on the non-local scale, corresponds to the

quadratic and logarithmic divergences in the local theory (when a UV cutoff is used). Al-

though the quadratic and logarithmic dependence imply that the non-local version of QED

is finite, they nonetheless introduce unacceptably large threshold corrections as we show

later on, and thus they need regularization. Following the NRS prescription introduced

in [14], any quadratic dependence on the scale of non-locality must be subtracted, whereas

the logarithmic-like dependence may or may not be subtracted depending on the scheme,

(see discussion around eq. (3.12)). The quadratic dependence on Λf can be straightfor-

wardly subtracted. On the other hand, to subtract the logarithmic-like dependence on the

scale on non-locality, we modify the MNS slightly to make closer to the local case, i.e. we

subtract the divergence as follows

Π̂2(q
2) = Π2(q

2)−Π2(0), (4.4)

which can always be arranged via a suitable choice of µ2 in eq. (3.12). Thus, the renor-

malized photon self-energy reads

Π̂µν(q2) ≃ (q2gµν − qµqν)Π̂2(q
2), (4.5)

with,

Π̂2(q
2) ≃


−2α

π

∫ 1
0 dxx(x− 1)Ei

(
−4m2−4x(x−1)q2

Λ2
f

)
, MNS;

−2α
π

∫ 1
0 dxx(x− 1)

[
Ei

(
−4m2−4x(x−1)q2

Λ2
f

)
− Ei

(
−4m2

Λ2
f

)]
, MNS.

(4.6)

As we shall see below, it is necessary to renormalize the photon self-energy this way,

otherwise, large threshold corrections will render the theory essentially nonphysical. No-

tice from eq. (4.6) that photon self-energy in non-local QED preserves both the Lorentz

invariance and the Ward identity, and that the photon remains massless, just like the local

case. This is reasonable as the action in eq. (1.2) is both Lorentz and gauge invariant by

construction.

4.2 Modification to the electric potential

It is well-known in local QED, that Π̂2(q
2) will modify the electric potential between two

electric point charges compared to the classical Coulomb potential. In general, the modified

electric potential can be expressed as

V (r⃗) = −e2
∫

d3q⃗

(2π)3
eiq⃗·r⃗

|q⃗|2
(
1− Π̂2(−|q⃗|2)

) , (4.7)

and in local QED, this modifies the electric potential by the Uehling term3

V (r⃗) = − α

|r⃗|
− 4α2

15m2
δ3(r⃗). (4.8)

3This Uehling potential is an approximation. We show a more careful treatment in appendix A.
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Figure 3. Comparison between the leading terms in the modified potential in local and non-

local QED in the MNS scheme for 2 benchmark points for the scale of (fermionic) non-locality;

Λf = 104 GeV and Λf = 1010 GeV.

Here, we seek to calculate the modified electric potential in non-local QED. Thus, we

use Π̂2(q
2) given in eq. (4.6) to calculate the modified potential in eq. (4.7). We first use

the MNS result in our calculation. In the non-relativistic limit momentum |q⃗|2 ≪ m2, and

with m≪ Λf , we have

Ei

(
−4m2 + 4x(x− 1)|q⃗|2

Λ2
f

)
≃ Ei

(
−4m2

Λ2
f

)
− x(x− 1)

|q⃗|2

m2
, (4.9)

and the integral in eq. (4.6) is easily evaluated, yielding

Π̂MNS
2 (−|q⃗|2) ≃ α

3π

[
Ei

(
−4m2

Λ2
f

)
+

|q⃗|2

5m2

]
, (4.10)

which can be used in eq. (4.7) to find the modified electric potential

VMNS(r⃗) ≃
1

1− α
3πEi

(
−4m2

Λ2
f

)[− α

|r⃗|
− 4α2

15m2

1

1− α
3πEi

(
−4m2

Λ2
f

)δ3(r⃗)]. (4.11)

We compare between the local and the non-local Uehling potentials for two benchmarks

in figure 3. Notice that non-locality always lowers the potential, where we see that the

non-local potential is ∼ 2.4% (∼ 4.4%) lower than the local case for Λf = 104 (1010)GeV.

The reason for this is that non-locality suppressed contributions from higher momenta,

thereby providing additional screening to the electric charge.

Although the modified non-local Coulomb potential exhibits similar characteristics to

the local one as expected, it nonetheless suffers from a serious anomaly: for any EFT

to be physically sound, the UV sector should yield IR corrections that are represented
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by irrelevant operators suppressed by the scale of the UV sector, which become smaller

the larger the UV scale becomes, eventually decoupling completely when the UV scale is

sent to infinity. In other words, for our non-locality description to constitute a physically

sound EFT, the corrections of the non-locality in the IR should becomes smaller as Λf

becomes larger, eventually restoring the local limit when Λf → ∞. However, what we

are witnessing here is quite the opposite behavior: the IR effects of non-locality becomes

larger as Λf increases (i.e. non-locality reduces the Coulomb potential more as its scale

increases), and when Λf → ∞, the electric potential vanishes instead of reproducing the

local limit!

The reason behind this anomalous behavior lies in the logarithmic-like dependence

on the scale of non-locality, which is encoded in the function Ei(−m2/Λ2
f ). As explained

above, the logarithmic divergence in the local case, which is removed via the essentially

ad hoc prescription in eq. (4.4), is retained in the non-local MNS scheme because non-

locality makes it finite, however this function can lead to sizable threshold corrections when

m/Λf ≪ 1 that eventually turn into the (local) logarithmic divergence when m/Λf → 0.

Things are quite different when we use Π̂2(q
2) in the MNS scheme instead (bottom

line in eq. (4.6)) to calculate the modified potential. In this case we find

VMNS(r⃗) ≃ − α

|r⃗|
− 4α2

15m2
e
− 4m2

Λ2
f δ3(r⃗), (4.12)

and we can see now that this modified potential looks more reasonable as an EFT. We also

notice that taking the limit Λf → ∞ yields the local case in eq. (4.8). This potential only

modifies the local limit marginally, as Λf ≫ m from experimental measurements.

4.3 Corrections to the hydrogen energy levels and contribution to the

Lamb shift

Corrections to the electric potential will affect the energy levels of the hydrogen atom.

Here, we calculate the modified energy levels of the hydrogen atom due to the modified

potential found in section 4.2. In particular, we calculate the contribution to the Lamb

shift, which can be compared to the experimentally measured value to set limits on the scale

of non-locality. The shift in the energy levels that corresponds to the modified potential is

given by4

∆E =

∫
d3r⃗ψ∗(r⃗)δV (r⃗)ψ(r⃗). (4.13)

First, let’s use the modified non-local potential in the MNS scheme, which is given in

eq. (4.11). This potential leads to the following shift in the energy levels

∆E =

∫
d3r⃗|ψ(r⃗)|2

[
− α

|r⃗|
1

1− α
3πEi

(
−4m2

Λ2
f

) − 4α2

15m2

1[
1− α

3πEi
(
−4m2

Λ2
f

)]2 δ3(r⃗)
]
. (4.14)

4Notice here that ψ is the unperturbed wavefunction corresponding to the local potential. In general,

non-locality will induce a small correction δψ to this wavefunction, and the Lamb shift will receive a

correction ∼ δψδV ψ, however, as δψ is the same order as δV , this correction is second order compared to

the leading correction to Lamb shift and for energies ≪ Λf relevant for the Lamb shift, it is negligible.
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Notice that the first term is equal to the local case multiplied by a non-local correction

factor, thus we can be immediately read it off from the local case

∆E(1) ≃
−13.6

n2
[
1− α

3πEi
(
−4m2

Λ2
f

)] eV. (4.15)

This term does not contribute to the Lamb shift, which measures the correction to the

transition 2S1/2 − 2P1/2. However, it does modify the energy levels themselves as we shall

discuss below. The second term is easily evaluated on the support of the delta function

∆E(2) ≃ − 4α2

15m2

|ψ(0)|2[
1− α

3πEi
(
−4m2

Λ2
f

)]2 . (4.16)

Notice that only S-wave states are nonzero at the origin. Therefore for 2S, the wave-

function is |ψ(0)2S |2 = α3m3/8π, which implies that the non-local correction to the Lamb

shift is given by

∆ENL = −α
5m

30π

1[
1− α

3πEi
(
−4m2

Λ2
f

)]2 =
∆EL[

1− α
3πEi

(
−4m2

Λ2
f

)]2 , (4.17)

where ∆EL is the Lamb shift in local QED. For the transition 2S1/2−2P1/2, the difference

between the theoretical and experimental energy differences is given by [41]

δE = ∆ETh −∆EExp = 1057.833− 1057.845 = −0.012MHz, (4.18)

which can be used in conjunction with eq. (4.17) to set a lower bound on the scale of

non-locality. A 2σ limit can be obtained by requiring

|∆ENL| ≲ |2δE|, (4.19)

however, the resulting lower bound is ridiculously large ∼ O(1013060)!, and many orders

of magnitude larger than the Landau pole. This would clearly exclude non-local QED (at

least as prescribed by the action in eq. (1.2)) as a realistic QFT. To make matters worse,

the modification to the energy levels given by eq. (4.15) will set a different limit on the

scale of non-locality. As the energies of transitions in the hydrogen atom are well-measured,

they can be used to set (different) limits on the scale on non-locality. The best measures

transition we are aware of is the 1S − 2S transition, which theoretically corresponds to

10.2 eV. The experimentally measured value of this transition reads [42]

f1S−2S = 2466061413187018± 11Hz =⇒ ∆E1S−2S = 10.1988±O(10−13) eV. (4.20)

Using this limit in eq. (4.15) requires Λf = 1MeV! Clearly this is inconsistent with the

other bound and is too low to make any physical sense, not to mention that it is in conflict

with the LHC bounds [19]. Just as the case with the modified potential, the root of these

conflicting results lies the large threshold corrections arising from function Ei(−4m2/Λ2
f ).
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As illustrated in detail in [14], and as the case with the modified potential above, in some

cases, it is not sufficient just to subtract the quadratic dependence on Λf , i.e. use the MNS

scheme, and one has to also subtract the logarithmic-like dependence on Λf through the

MNS prescription in eq. (3.12). Therefore, we should use MNS result for Π̂2(q
2) in eq. (4.6),

which in the non-relativistic limit q2 ≪ m2 yields the result5

Π̂MNS
2 ≃ α|q⃗|2

15πm2
e
− 4m2

Λ2
f . (4.21)

Using this in eq. (4.7) to evaluate the modified electric potential, we obtain

VMNS(|r⃗|) = − α

|r⃗|
− 4α2

15m2
e
− 4m2

Λ2
f δ3(r⃗), (4.22)

and we can see clearly that the potential is not modified away from the origin, and that

the local limit in eq. (4.8) is retrieved when Λf → ∞. Using this modified potential in

eq. (4.13), we can easily see that the energy levels will be identical to the local case, since

the leading term in the MNS is identical to the local case, thereby evading any bounds

from energy transitions. On the other hand, the contribution to the Lamb shift becomes

∆EMNS ≃ −α
5m

30π
e
− 4m2

Λ2
f , (4.23)

which in conjunction with eq. (4.18) brings the lower limit on Λf from above the Landau

pole to a mere ∼ 50MeV.

The MNS scheme results are consistent and logical. In addition, the modified potential

and the corresponding Lamb shift yield the correct (local) limit when Λf → ∞, unlike the

case with the MNS scheme. This means that the MNS is indeed the correct prescription

to use for the Lamb shift. Nonetheless, the vast disparity between the results of the two

schemes, and the fact that the non-locality formulation does not completely eliminate the

need for renormalization in many cases, both merit further comments. We will comment

on the results in section 4.4 below.

4.4 Comments on non-local QED and non-locality renormalization

As discussed in detail in [14], although non-locality does indeed render UV-divergent quan-

tities in local QFTs finite, it nonetheless could lead to unacceptably large threshold correc-

tions. The quadratic divergence in the local case translates into a quadratic dependence

on the scale of non-locality, whereas the logarithmic divergence in the local case translates

into a logarithmic-like dependence on the scale of non-locality through the function Ei(t).

The calculation in 4.3, shows how unacceptably large these threshold corrections could

be. We saw that when the logarithmic-like dependence is kept, non-locality could yield

physically inconsistent results. On the other hand, when this problematic dependence is

subtracted via the MNS scheme, the results are consistent and yield the correct local limit.

5Notice that in eq. (4.9), we have droped the exponential factor since m ≪ Λf . However, here we have

to keep it as it is the only source of non-locality modification that remains in the MNS scheme.
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These calculations seem to suggest that whenever the local version of the theory has

a logarithmic divergence, the MNS scheme should be used to avoid large threshold correc-

tions that could contradict the experimental results. Or perhaps one should choose the

appropriate renormalization scheme depending on the calculation at hand in an ad-hoc

manner, however, in doing so, one faces the obvious question: what is the point of us-

ing non-locality to begin with if the results still need regularization to remove any large

threshold corrections that could be unacceptable experimentally?

Non-locality through infinite derivatives as shown in eq. (1.1) was mainly introduced

as a solution to the UV divergences in the local QFT, i.e. to make the theory super-

renormalizable without the need for any renormalization schemes as in local QFTs. Before

the age of the LHC, the scale on non-locality was thought (or hoped) to be low, however,

given the LHC bound on Λ [19], we now know that this is not the case. Thus, any threshold

corrections that correspond to UV divergences in the local case will indeed be sizable and

even too large in some cases as we saw with the modification to the energy levels of the

hydrogen atom and the Lamb shift.

The necessity to use a renormalization scheme to eliminate the non-local “divergence-

like” threshold corrections seems to defeat the whole purpose of using non-local QFTs,

which casts serious doubt on their usefulness. We will neither attempt to answer this

question here, nor suggest that physicists should give up on non-locality. However, what

we hope to do is start a discussion on this issue. We will not discuss this issue any further.

4.5 Charge dequantization

An important result highlighted in [20] but not emphasized enough, is the fact that non-

locality can lead to charge dequantization. It was found in [20] (see eq. (2.4)) that at

tree-level

F1(0) =

(
1 +

m2

Λ2
f

)
e

m2

Λ2
f . (4.24)

As we’ve argued in 3.3 (see eq. (3.16) above), all higher order corrections to F1(0) can

be made to vanish through appropriate renormalization conditions. Therefore, F1(0) above

is exact to all orders. Since F1(0) essentially renormalizes the electric charge, i.e.

F1(0) = Q =

(
1 +

m2
f

Λ2
f

)
e

m2
f

Λ2
f ≃ 1 +

2m2
f

Λ2
f

+ · · · , (4.25)

we can see that non-locality leads to charge dequantization. It has long been known that the

electric charge can be dequantized via the introduction of a new gauged U(1) group [43–45],

however, non-locality now offers a novel way for charge dequantization.

Notice from eq. (4.25) that the electric charge depends on the ratio 2mf/Λf , which

was interpreted in [20] as either a violation of gauge invariance, or a violation of lepton

charge universality. This interpretation is erroneous, since the action in eq. (1.2) is gauge

invariant by construction, and in all calculation gauge invariance is never broken. What

this result truly means is that eq. (4.25) offers 2 possibilities: either the scale of non-locality

is universal, which implies a violation of the electric charge universality; or that the electric
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charge is universal (by keeping the ratio 2mf/Λf fixed), which implies a flavor-dependent

scale of non-locality.

Let’s discuss these two possibilities in more detail. First, Let’s assume for the moment

that the lepton’s charge is universal. From [45] (see also [46] for more details), it is shown

that if the SM is extended by 3 Dirac neutrinos, and if the SM fermions obtain their mass

through the Higgs mechanism, then charge can be dequantizaed as follows

Qi
νL

= Qi
νR

= ϵ ∀i, (4.26)

Qi
eL

= Qi
eR

= −1 + ϵ ∀i, (4.27)

Qi
uL

= Qi
uR

=
2

3
+

1

3
ϵ ∀i, (4.28)

Qi
dL

= Qi
dR

= −1

3
+

1

3
ϵ ∀i, (4.29)

where i refers to the fermion generation. These conditions are obtained by demanding that

the SM fermion Yukawa interactions be gauge invariant, and that the gauge anomalies

cancel. Comparing this with eq. (4.25), we can immediately identify6

ϵ =
2m2

l

Λ2
l

=
4m2

u

Λ2
u

=
2m2

d

Λ2
d

, (4.30)

and we can use the limits on the neutrino charges to set bounds on the flavor-dependent

scales on non-locality. The most stringent constrains on the charge of neutrinos arises from

beta decay in combination with limits on matter neutrality [45, 47, 48]

|ϵ| < 10−21, (4.31)

which translates into the flavor-dependent lower limits on the scale of non-locality for the

SM fermions

Λe ≳ 2.29× 104TeV, (4.32)

Λµ ≳ 4.74× 106TeV, (4.33)

Λτ ≳ 7.95× 107TeV, (4.34)

Λu ≳ 1.37× 105TeV, (4.35)

Λd ≳ 2.09× 105TeV, (4.36)

Λs ≳ 4.16× 106TeV, (4.37)

Λc ≳ 8.03× 107TeV, (4.38)

Λb ≳ 1.87× 108TeV, (4.39)

Λt ≳ 1.09× 1010TeV, (4.40)

and we see that in this case (where neutrinos are assumed to be Dirac fermions), we can

obtain stringent bounds that are much stronger than the LHC bounds obtained in [19]. On

6Notice that the eq. (4.25) implies that the charge of any lepton is = 1 + ϵ, however, eq. (4.26) implies

that Qν = ϵ. The resolution for this apparent contradiction is to define Qν ≡ F1(0) − 1, since in the local

limit, neutrinos do no couple to the photon. This way the local limit is obtained when Λf → ∞, and the

charge dequantization is correct.
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the other hand, if neutrinos are Majoranan fermions, then the invariance of the Weinberg

operator implies that they must be electrically neutral [43–45], which according to the

conditions in eq. (4.26)–(4.29) implies that the electric charge of the SM is quantized.

Therefore, non-local QED with infinite derivatives as formulated in the action (1.2) is

inconsistent with Majorana neutrinos.

Finally, we discuss the second possibility represented by a universal non-locality scale.

We can immediately see that this possibility is excluded. The reason for this is that a uni-

versal non-locality scale implies a flavor-dependent charge, which cannot be accommodated

according to the conditions in eqs. (4.26)–(4.29). Therefore, we conclude that non-locality

cannot be universal and must be flavor-dependent (assuming it exists!).

Before we conclude this section, we should point out that although it appears that

the renormalization condition in eq. (3.16) can be used to set the electric charge Q = 1

and thus avoid charge dequantization altogether; this choice is actually not possible, as it

would involve tuning all higher-order corrections against the tree-level one to reproduce

the desired value. This tuning would include a complicated dependence on the different

scales of non-locality of all of the particles running in the higher-order loops, which come

at different powers and should cancel against each other. Satisfying such a condition will

not be possible.

5 Discussion and conclusions

In this paper, we corrected the results obtained in [20] and provided the correct treatment

for extracting the magnetic dipole moment in non-local QED. In specific, we showed how to

properly extract the form factors F1(p
2) and F2(p

2), and showed how to properly regularize

them using the NRS scheme proposed in [14]. We also showed how non-local form factors

exhibit the correct local limit when the scale of non-locality Λf → ∞.

We used our treatment to calculate some novel results in non-local QED. Specifically,

we calculated the photon self-energy and showed that in non-local QED, the result is both

Lorentz and gauge invariant, which is a reasonable result given that the non-local QED

action is both Lorentz and gauge invariant by construction. This means that the photon

remains massless and the Ward identity is respected in non-local QED, just as the case

with local QED. Part of these results was also demonstrated in [40], and they contradict

the claim made in [20] that gauge invariance could be broken.

We also calculated the non-local Uehling potential in both the MNS and MNS schemes.

We found that in the former case, the electric potential is indeed modified at and away from

the origin, where non-locality always enhances the charge screening effect, thereby lowering

the potential compared to the local limit. Nonetheless, we found counter-intuitively, that

increasing the scale of non-locality would enhance this effect, in contradiction to how a

sound EFT should behave. We showed that the reason behind this lies in the logarithmic-

like “divergence” which, although being absent in the local case, gets included in the

non-local case. We showed that subtracting the logarithmic-like dependence on the scale

of non-locality through the MNS scheme remedies the situation, and we showed that in
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that case non-locality almost has no impact on the electric potential away from the origin,

and only marginally modifies the potential at the origin.

We also calculated the modification of the energy levels of the hydrogen atom and

the contribution to the Lamb shift due to non-locality. We found that when the MNS

scheme is used, experimental constraints on the measured energy levels of the hydrogen

atom and the Lamb shift are inconsistent and essentially rule out non-locality as a viable

prescription. On the other hand, we found that when the MNS scheme is used, i.e. when

the logarithmic-like dependence on the scale of non-locality is subtracted, the situation is

cured. Specifically, we found that using the MNS scheme, there will be no modification to

the energy levels compared to the local case, whereas the modification to the Lamb shift

due to non-locality is marginal and sets a lower limit of only ∼ 50MeV.

Throughout our calculation, we showed that although non-locality does indeed render

any UV-divergent quantities in the local case finite, it nonetheless could introduce large

threshold corrections that could be problematic, and could even contradict experimental

bounds. In specific, we showed that quadratic divergences in local QFTs translate into a

(finite) quadratic dependence on the scale of non-locality, whereas logarithmic divergences

in local QFTs translate into a (finite) logarithmic-like dependence on the scale on non-

locality through the function Ei(t). We argued that this situation can be remedied by

utilizing the NRS prescription formulated in [14], whereby the quadratic and logarithmic

dependence can be subtracted following a suitable subtraction scheme, in a manner similar

to dimensional regularization in local QFTs, however, we also argued that the need for

regularizing non-local QFTs brings into question their usefulness as a means to regularize

(divergent) local QFTs. We are hoping that our findings would bring a serious discussion

vis-a-vis the correct prescription to formulate non-local QFTs, or whether non-locality

should be incorporated into QFTs to begin with.

We also showed that non-locality provides a novel way for charge dequantization.

Specifically, we showed that a universal scale of non-locality is excluded as it would lead

to the SM particles having different (dequantized) charges, which is excluded by the re-

quirement of gauge invariance of the Yukawa couplings of fermions and the cancellation

of gauge anomalies. On the other hand, we found that a flavor-dependent scale of non-

locality can accommodate charge dequantization if and only if the SM neutrinos are of a

Dirac type, since Majorana neutrinos imply that the electric charge of the SM is quantized.

We showed that the experimental limits on the electric charge of neutrinos can set much

stronger bounds on the scale of non-locality compared to the bounds from the LHC, which

range between 105−1010TeV depending on the type of the fermion.
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A More accurate calculation of the Uehling potential

In section 3.2, we presented an approximate calculation to the modified electric potential

(the Uehling potential). Here, we show a more accurate treatment. In momentum space,

the electric potential can be expressed as

Ṽ (q2) =
e2

q2

(
1− Π̂q(q

2)
)
, (A.1)

which in local QED and at 1-loop is given by

Ṽ (q2) =
e2

q2

(
1 +

2α

π

∫ 1

0
dxx(1− x) log

[
1− x(1− x)

q2

m2

])
. (A.2)

Evaluating the integral and Fourier transforming the momentum space to the position

space leads to the usual Uehling potential in local QED

V (r) = −α
r

(
1 +

α

4
√
π

e−2mr

(mr)3/2
+ · · ·

)
, r ≫ 1

m
, (A.3)

and we see that the first term in eq. (A.3) is simply the classical Coulomb potential, whereas

the second terms is a Yukawa-type interaction the arises from the quantum radiative cor-

rections. At distances r ≳ 1/m, vacuum polarization due to virtual e+e− pairs constitutes

a screening effect that reduces the bare charge.

A similar treatment can be applied to non-local QED by using Π̂2(q
2) in eq. (4.6),

where the correction to the Coulomb potential is given by

δṼ (q2) ≃


8α2

q2

∫ 1
0 dxx(x− 1)Ei

(
−4m2−4x(x−1)q2

Λ2
f

)
, MNS;

8α2

q2

∫ 1
0 dxx(x− 1)

[
Ei

(
−4m2−4x(x−1)q2

Λ2
f

)
− Ei

(
−4m2

Λ2
f

)]
, MNS.

(A.4)

The integrals can be either approximated or performed numerically, then they can be

Fourier transformed to yield the correction to the Coulomb potential in position space.

Here we note that non-locality provides additional screening because it eliminates higher

momenta.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.

References

[1] E. Witten, Noncommutative Geometry and String Field Theory, Nucl. Phys. B 268 (1986)

253 [INSPIRE].

[2] V.A. Kostelecky and S. Samuel, The Static Tachyon Potential in the Open Bosonic String

Theory, Phys. Lett. B 207 (1988) 169 [INSPIRE].

[3] V.A. Kostelecky and S. Samuel, On a Nonperturbative Vacuum for the Open Bosonic String,

Nucl. Phys. B 336 (1990) 263 [INSPIRE].

– 21 –

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/0550-3213(86)90155-0
https://doi.org/10.1016/0550-3213(86)90155-0
https://inspirehep.net/literature/220076
https://doi.org/10.1016/0370-2693(88)91410-4
https://inspirehep.net/literature/260627
https://doi.org/10.1016/0550-3213(90)90111-P
https://inspirehep.net/literature/282808


J
H
E
P
0
1
(
2
0
2
4
)
0
1
5

[4] P.G.O. Freund and M. Olson, Nonarchimedean strings, Phys. Lett. B 199 (1987) 186

[INSPIRE].

[5] P.G.O. Freund and E. Witten, Adelic string amplitudes, Phys. Lett. B 199 (1987) 191

[INSPIRE].

[6] L. Brekke, P.G.O. Freund, M. Olson and E. Witten, Nonarchimedean String Dynamics, Nucl.

Phys. B 302 (1988) 365 [INSPIRE].

[7] P.H. Frampton and Y. Okada, Effective Scalar Field Theory of P−adic String, Phys. Rev. D

37 (1988) 3077 [INSPIRE].

[8] A.A. Tseytlin, On singularities of spherically symmetric backgrounds in string theory, Phys.

Lett. B 363 (1995) 223 [hep-th/9509050] [INSPIRE].

[9] N. Seiberg and E. Witten, String theory and noncommutative geometry, JHEP 09 (1999) 032

[hep-th/9908142] [INSPIRE].

[10] W. Siegel, Stringy gravity at short distances, hep-th/0309093 [INSPIRE].

[11] T. Biswas, M. Grisaru and W. Siegel, Linear Regge trajectories from worldsheet lattice parton

field theory, Nucl. Phys. B 708 (2005) 317 [hep-th/0409089] [INSPIRE].

[12] G. Calcagni and L. Modesto, Nonlocality in string theory, J. Phys. A 47 (2014) 355402

[arXiv:1310.4957] [INSPIRE].

[13] G. Calcagni and L. Modesto, Nonlocal quantum gravity and M-theory, Phys. Rev. D 91

(2015) 124059 [arXiv:1404.2137] [INSPIRE].

[14] F. Abu-Ajamieh and S.K. Vempati, A proposed renormalization scheme for non-local QFTs

and application to the hierarchy problem, Eur. Phys. J. C 83 (2023) 1070

[arXiv:2304.07965] [INSPIRE].

[15] N.V. Krasnikov, Nonlocal gauge theories, Theor. Math. Phys. 73 (1987) 1184 [INSPIRE].

[16] J.W. Moffat, Finite quantum field theory based on superspin fields, Phys. Rev. D 39 (1989)

3654 [INSPIRE].

[17] J.W. Moffat, Finite nonlocal gauge field theory, Phys. Rev. D 41 (1990) 1177 [INSPIRE].

[18] T. Biswas, A. Mazumdar and W. Siegel, Bouncing universes in string-inspired gravity, JCAP

03 (2006) 009 [hep-th/0508194] [INSPIRE].

[19] T. Biswas and N. Okada, Towards LHC physics with nonlocal Standard Model, Nucl. Phys. B

898 (2015) 113 [arXiv:1407.3331] [INSPIRE].

[20] A. Capolupo, G. Lambiase and A. Quaranta, Muon g − 2 anomaly and non-locality, Phys.

Lett. B 829 (2022) 137128 [arXiv:2206.06037] [INSPIRE].

[21] A. Capolupo, A. Quaranta and R. Serao, Phenomenological implications of nonlocal quantum

electrodynamics, arXiv:2305.17992 [INSPIRE].

[22] F. Briscese, E.R. Bezerra de Mello, A.Y. Petrov and V.B. Bezerra, One-loop effective

potential in nonlocal scalar field models, Phys. Rev. D 92 (2015) 104026 [arXiv:1508.02001]

[INSPIRE].

[23] T. Aoyama et al., The anomalous magnetic moment of the muon in the Standard Model,

Phys. Rept. 887 (2020) 1 [arXiv:2006.04822] [INSPIRE].

[24] Muon g-2 collaboration, Final Report of the Muon E821 Anomalous Magnetic Moment

Measurement at BNL, Phys. Rev. D 73 (2006) 072003 [hep-ex/0602035] [INSPIRE].

– 22 –

https://doi.org/10.1016/0370-2693(87)91356-6
https://inspirehep.net/literature/247977
https://doi.org/10.1016/0370-2693(87)91357-8
https://inspirehep.net/literature/249336
https://doi.org/10.1016/0550-3213(88)90207-6
https://doi.org/10.1016/0550-3213(88)90207-6
https://inspirehep.net/literature/22927
https://doi.org/10.1103/PhysRevD.37.3077
https://doi.org/10.1103/PhysRevD.37.3077
https://inspirehep.net/literature/260599
https://doi.org/10.1016/0370-2693(95)01228-7
https://doi.org/10.1016/0370-2693(95)01228-7
https://arxiv.org/abs/hep-th/9509050
https://inspirehep.net/literature/399251
https://doi.org/10.1088/1126-6708/1999/09/032
https://arxiv.org/abs/hep-th/9908142
https://inspirehep.net/literature/505947
https://arxiv.org/abs/hep-th/0309093
https://inspirehep.net/literature/627797
https://doi.org/10.1016/j.nuclphysb.2004.11.004
https://arxiv.org/abs/hep-th/0409089
https://inspirehep.net/literature/658568
https://doi.org/10.1088/1751-8113/47/35/355402
https://arxiv.org/abs/1310.4957
https://inspirehep.net/literature/1261264
https://doi.org/10.1103/PhysRevD.91.124059
https://doi.org/10.1103/PhysRevD.91.124059
https://arxiv.org/abs/1404.2137
https://inspirehep.net/literature/1289075
https://doi.org/10.1140/epjc/s10052-023-12252-w
https://arxiv.org/abs/2304.07965
https://inspirehep.net/literature/2651827
https://doi.org/10.1007/BF01017588
https://inspirehep.net/literature/256524
https://doi.org/10.1103/PhysRevD.39.3654
https://doi.org/10.1103/PhysRevD.39.3654
https://inspirehep.net/literature/266533
https://doi.org/10.1103/PhysRevD.41.1177
https://inspirehep.net/literature/301342
https://doi.org/10.1088/1475-7516/2006/03/009
https://doi.org/10.1088/1475-7516/2006/03/009
https://arxiv.org/abs/hep-th/0508194
https://inspirehep.net/literature/690865
https://doi.org/10.1016/j.nuclphysb.2015.06.023
https://doi.org/10.1016/j.nuclphysb.2015.06.023
https://arxiv.org/abs/1407.3331
https://inspirehep.net/literature/1306264
https://doi.org/10.1016/j.physletb.2022.137128
https://doi.org/10.1016/j.physletb.2022.137128
https://arxiv.org/abs/2206.06037
https://inspirehep.net/literature/2075773
https://arxiv.org/abs/2305.17992
https://inspirehep.net/literature/2663312
https://doi.org/10.1103/PhysRevD.92.104026
https://arxiv.org/abs/1508.02001
https://inspirehep.net/literature/1387307
https://doi.org/10.1016/j.physrep.2020.07.006
https://arxiv.org/abs/2006.04822
https://inspirehep.net/literature/1800513
https://doi.org/10.1103/PhysRevD.73.072003
https://arxiv.org/abs/hep-ex/0602035
https://inspirehep.net/literature/710962


J
H
E
P
0
1
(
2
0
2
4
)
0
1
5

[25] Muon g-2 collaboration, Measurement of the Positive Muon Anomalous Magnetic Moment

to 0.46 ppm, Phys. Rev. Lett. 126 (2021) 141801 [arXiv:2104.03281] [INSPIRE].

[26] Muon g-2 collaboration, Magnetic-field measurement and analysis for the Muon g − 2

Experiment at Fermilab, Phys. Rev. A 103 (2021) 042208 [arXiv:2104.03201] [INSPIRE].

[27] Muon g-2 collaboration, Measurement of the anomalous precession frequency of the muon

in the Fermilab Muon g − 2 Experiment, Phys. Rev. D 103 (2021) 072002

[arXiv:2104.03247] [INSPIRE].

[28] Muon g-2 collaboration, Measurement of the Positive Muon Anomalous Magnetic Moment

to 0.20 ppm, Phys. Rev. Lett. 131 (2023) 161802 [arXiv:2308.06230] [INSPIRE].

[29] S. Borsanyi et al., Leading hadronic contribution to the muon magnetic moment from lattice

QCD, Nature 593 (2021) 51 [arXiv:2002.12347] [INSPIRE].

[30] M. Cè et al., Window observable for the hadronic vacuum polarization contribution to the

muon g − 2 from lattice QCD, Phys. Rev. D 106 (2022) 114502 [arXiv:2206.06582]

[INSPIRE].

[31] Extended Twisted Mass collaboration, Lattice calculation of the short and intermediate

time-distance hadronic vacuum polarization contributions to the muon magnetic moment

using twisted-mass fermions, Phys. Rev. D 107 (2023) 074506 [arXiv:2206.15084]

[INSPIRE].

[32] F. Abu-Ajamieh and S.K. Vempati, Can the Higgs still account for the g − 2 anomaly?, Int.

J. Mod. Phys. A 38 (2023) 2350091 [arXiv:2209.10898] [INSPIRE].

[33] F. Abu-Ajamieh, M. Frasca and S.K. Vempati, Flavor Violating Di-Higgs Coupling,

arXiv:2305.17362 [INSPIRE].

[34] D. Buttazzo and P. Paradisi, Probing the muon g − 2 anomaly with the Higgs boson at a

muon collider, Phys. Rev. D 104 (2021) 075021 [arXiv:2012.02769] [INSPIRE].

[35] W. Yin and M. Yamaguchi, Muon g − 2 at a multi-TeV muon collider, Phys. Rev. D 106

(2022) 033007 [arXiv:2012.03928] [INSPIRE].

[36] S. Fajfer, J.F. Kamenik and M. Tammaro, Interplay of New Physics effects in (g − 2)ℓ and

h→ ℓ+ℓ− lessons from SMEFT, JHEP 06 (2021) 099 [arXiv:2103.10859] [INSPIRE].

[37] J. Aebischer, W. Dekens, E.E. Jenkins, A.V. Manohar, D. Sengupta and P. Stoffer, Effective

field theory interpretation of lepton magnetic and electric dipole moments, JHEP 07 (2021)

107 [arXiv:2102.08954] [INSPIRE].

[38] L. Allwicher, L. Di Luzio, M. Fedele, F. Mescia and M. Nardecchia, What is the scale of new

physics behind the muon g − 2?, Phys. Rev. D 104 (2021) 055035 [arXiv:2105.13981]

[INSPIRE].

[39] K. Cheung and Z.S. Wang, Physics potential of a muon-proton collider, Phys. Rev. D 103

(2021) 116009 [arXiv:2101.10476] [INSPIRE].

[40] F. Abu-Ajamieh, P. Chattopadhyay, A. Ghoshal and N. Okada, Anomalies in String-inspired

Non-local Extensions of QED, arXiv:2307.01589 [INSPIRE].

[41] M.I. Eides, H. Grotch and V.A. Shelyuto, Theory of light hydrogen-like atoms, Phys. Rept.

342 (2001) 63 [hep-ph/0002158] [INSPIRE].

[42] A. Matveev et al., Precision Measurement of the Hydrogen 1S-2S Frequency via a 920-km

Fiber Link, Phys. Rev. Lett. 110 (2013) 230801 [INSPIRE].

– 23 –

https://doi.org/10.1103/PhysRevLett.126.141801
https://arxiv.org/abs/2104.03281
https://inspirehep.net/literature/1856627
https://doi.org/10.1103/PhysRevA.103.042208
https://arxiv.org/abs/2104.03201
https://inspirehep.net/literature/1856534
https://doi.org/10.1103/PhysRevD.103.072002
https://arxiv.org/abs/2104.03247
https://inspirehep.net/literature/1856531
https://doi.org/10.1103/PhysRevLett.131.161802
https://arxiv.org/abs/2308.06230
https://inspirehep.net/literature/2687002
https://doi.org/10.1038/s41586-021-03418-1
https://arxiv.org/abs/2002.12347
https://inspirehep.net/literature/1782626
https://doi.org/10.1103/PhysRevD.106.114502
https://arxiv.org/abs/2206.06582
https://inspirehep.net/literature/2095867
https://doi.org/10.1103/PhysRevD.107.074506
https://arxiv.org/abs/2206.15084
https://inspirehep.net/literature/2103903
https://doi.org/10.1142/S0217751X23500914
https://doi.org/10.1142/S0217751X23500914
https://arxiv.org/abs/2209.10898
https://inspirehep.net/literature/2155203
https://arxiv.org/abs/2305.17362
https://inspirehep.net/literature/2663258
https://doi.org/10.1103/PhysRevD.104.075021
https://arxiv.org/abs/2012.02769
https://inspirehep.net/literature/1945924
https://doi.org/10.1103/PhysRevD.106.033007
https://doi.org/10.1103/PhysRevD.106.033007
https://arxiv.org/abs/2012.03928
https://inspirehep.net/literature/1835609
https://doi.org/10.1007/JHEP06(2021)099
https://arxiv.org/abs/2103.10859
https://inspirehep.net/literature/1852622
https://doi.org/10.1007/JHEP07(2021)107
https://doi.org/10.1007/JHEP07(2021)107
https://arxiv.org/abs/2102.08954
https://inspirehep.net/literature/1847313
https://doi.org/10.1103/PhysRevD.104.055035
https://arxiv.org/abs/2105.13981
https://inspirehep.net/literature/1866049
https://doi.org/10.1103/PhysRevD.103.116009
https://doi.org/10.1103/PhysRevD.103.116009
https://arxiv.org/abs/2101.10476
https://inspirehep.net/literature/1842877
https://arxiv.org/abs/2307.01589
https://inspirehep.net/literature/2674388
https://doi.org/10.1016/S0370-1573(00)00077-6
https://doi.org/10.1016/S0370-1573(00)00077-6
https://arxiv.org/abs/hep-ph/0002158
https://inspirehep.net/literature/523979
https://doi.org/10.1103/PhysRevLett.110.230801
https://inspirehep.net/literature/1475898


J
H
E
P
0
1
(
2
0
2
4
)
0
1
5

[43] K.S. Babu and R.N. Mohapatra, Is There a Connection Between Quantization of Electric

Charge and a Majorana Neutrino?, Phys. Rev. Lett. 63 (1989) 938 [INSPIRE].

[44] K.S. Babu and R.N. Mohapatra, Quantization of Electric Charge From Anomaly Constraints

and a Majorana Neutrino, Phys. Rev. D 41 (1990) 271 [INSPIRE].

[45] R. Foot, H. Lew and R.R. Volkas, Electric charge quantization, J. Phys. G 19 (1993) 361

[hep-ph/9209259] [Erratum ibid. 19 (1993) 1067] [INSPIRE].

[46] A. Das, D. Ghosh, C. Giunti and A. Thalapillil, Neutrino charge constraints from scattering

to the weak gravity conjecture to neutron stars, Phys. Rev. D 102 (2020) 115009

[arXiv:2005.12304] [INSPIRE].

[47] C. Giunti and A. Studenikin, Neutrino electromagnetic interactions: a window to new

physics, Rev. Mod. Phys. 87 (2015) 531 [arXiv:1403.6344] [INSPIRE].

[48] G.G. Raffelt, Limits on neutrino electromagnetic properties: An update, Phys. Rept. 320

(1999) 319 [INSPIRE].

– 24 –

https://doi.org/10.1103/PhysRevLett.63.938
https://inspirehep.net/literature/278994
https://doi.org/10.1103/PhysRevD.41.271
https://inspirehep.net/literature/280087
https://doi.org/10.1088/0954-3899/19/3/005
https://arxiv.org/abs/hep-ph/9209259
https://inspirehep.net/literature/337955
https://doi.org/10.1103/PhysRevD.102.115009
https://arxiv.org/abs/2005.12304
https://inspirehep.net/literature/1797861
https://doi.org/10.1103/RevModPhys.87.531
https://arxiv.org/abs/1403.6344
https://inspirehep.net/literature/1287034
https://doi.org/10.1016/S0370-1573(99)00074-5
https://doi.org/10.1016/S0370-1573(99)00074-5
https://inspirehep.net/literature/514741

	Introduction
	Review of the previous non-local (g-2)mu results
	Corrected results for F1(p2) and F2(p2)
	The proper momentum expansion
	The matrix element at LO in 1/Lambda
	Extracting delta F1(p2)
	Extracting delta F2(q2) 

	Further results at 1-loop in non-local QED
	Photon self-energy
	Modification to the electric potential
	Corrections to the hydrogen energy levels and contribution to the   Lamb shift
	Comments on non-local QED and non-locality renormalization
	Charge dequantization

	Discussion and conclusions
	More accurate calculation of the Uehling potential

