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#### Abstract

Neutral hydrogen $\left(\mathrm{H}_{\mathrm{I}}\right) 21-\mathrm{cm}$ intensity mapping $(\mathrm{IM})$ is a promising probe of the large-scale structures in the Universe. However, a few orders of magnitude brighter foregrounds obscure the IM signal. Here we use the Tapered Gridded Estimator (TGE) to estimate the multi-frequency angular power spectrum (MAPS) $C_{\ell}(\Delta v)$ from a 24.4 MHz bandwidth uGMRT Band 3 data at 432.8 MHz . In $C_{\ell}(\Delta v)$ foregrounds remain correlated across the entire $\Delta v$ range, whereas the 21-cm signal is localized within $\Delta v \leq[\Delta v]$ (typically $0.5-1 \mathrm{MHz}$ ). Assuming the range $\Delta v>[\Delta v]$ to have minimal 21-cm signal, we use $C_{\ell}(\Delta v)$ in this range to model the foregrounds. This foreground model is extrapolated to $\Delta v \leq[\Delta v]$, and subtracted from the measured $C_{\ell}(\Delta v)$. The residual $\left[C_{\ell}(\Delta v)\right]_{\text {res }}$ in the range $\Delta v \leq[\Delta v]$ is used to constrain the 21-cm signal, compensating for the signal loss from foreground subtraction. $\left[C_{\ell}(\Delta v)\right]_{\text {res }}$ is found to be noise-dominated without any trace of foregrounds. Using $\left[C_{\ell}(\Delta v)\right]_{\text {res }}$ we constrain the $21-\mathrm{cm}$ brightness temperature fluctuations $\Delta^{2}(k)$, and obtain the $2 \sigma$ upper limit $\Delta_{\mathrm{UL}}^{2}(k) \leq(18.07)^{2} \mathrm{mK}^{2}$ at $k=0.247 \mathrm{Mpc}^{-1}$. We further obtain the $2 \sigma$ upper limit $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 0.022$ where $\Omega_{\mathrm{H}_{\mathrm{I}}}$ and $b_{\mathrm{H}_{\mathrm{I}}}$ are the comoving HI density and bias parameters respectively. Although the upper limit is nearly 10 times larger than the expected $21-\mathrm{cm}$ signal, it is 3 times tighter over previous works using foreground avoidance on the same data.
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## 1 INTRODUCTION

The bulk of the neutral hydrogen $\left(\mathrm{H}_{\mathrm{I}}\right)$ in the post Epoch of Reionization (post-EoR) era resides in dense clumps which are seen as Damped Ly- $\alpha$ Systems (DLAs) in quasar absorption spectra (Lanzetta et al. 1995; Wolfe et al. 1995; Noterdaeme et al. 2012; Zafar et al. 2013; Ho et al. 2021). These dense H i clumps are believed to be primarily associated with galaxies. The $21-\mathrm{cm}$ intensity mapping (IM) technique aims to measure the integrated redshifted $21-\mathrm{cm}$ emission from the $\mathrm{H}_{\mathrm{I}}$ distribution instead of individually resolving the distant and faint galaxies (Bharadwaj et al. 2001; Bharadwaj \& Sethi 2001). The IM signal is expected to trace the underlying matter distribution, authorising it as an excellent probe of the cosmological large-scale structures (Bharadwaj \& Srikant 2004; Bharadwaj

[^0]\& Ali 2005; Loeb \& Wyithe 2008; Bagla et al. 2010; Ansari et al. 2012). Apart from that, the $21-\mathrm{cm}$ IM signal can constrain the evolution of Dark Energy from the Baryon Acoustic Oscillation (BAO; Chang et al. 2008; Wyithe et al. 2008; Battye et al. 2013; Bull et al. 2015b) measurements, put independent limits to various cosmological parameters (Visbal et al. 2009; Bharadwaj et al. 2009), quantify non-Gaussianity (Saiyad Ali et al. 2006; Hazra \& Guha Sarkar 2012), and constrain the Epoch of Reionization (EoR) models (Long et al. 2022).

Appreciating the ample amount of cosmological possibilities, several ongoing experiments, such as the Giant Metrewave Radio Telescope (GMRT ${ }^{1}$; Swarup et al. 1991), MeerKAT ${ }^{2}$ (Kennedy \& Bull 2021; Cunnington et al. 2023b), the Canadian Hydrogen Intensity

[^1]Mapping Experiment (CHIME ${ }^{3}$; CHIME Collaboration et al. 2022), the Ooty Wide Field Array (OWFA ${ }^{4}$; Subrahmanya et al. 2017), the Hydrogen Intensity and Real-time Analysis eXperiments (HIRAX ${ }^{5}$; Newburgh et al. 2016), aim at measuring the post-EoR $H_{\text {I }}$ IM signal. The forthcoming Square Kilometre Array (SKA-mid ${ }^{6}$; Bull et al. 2015a) and the proposed Packed Ultrawide-band Mapping Array (PUMA; Slosar et al. 2019) further promise efficient and sensitive measurements of the $\mathrm{H}_{\mathrm{I}}$ distribution across a wide redshift range. A few experiments (e.g. Chang et al. 2010; Switzer et al. 2013; Wolz et al. 2021; Amiri et al. 2023; Cunnington et al. 2023a) have successfully detected the IM signal in the low-redshifts $(z<1.3)$ by cross-correlating the $\mathrm{H}_{\mathrm{I}}$ maps with galaxy surveys (such as, eBOSS; Dawson et al. 2016). Paul et al. (2023) have recently reported a direct detection of the IM signal at $z \approx 0.32$ and $z \approx 0.44$ using the MeerKAT interferometer. However, a high-redshift, auto-correlation detection of the faint $21-\mathrm{cm}$ IM signal is largely confronted by the $4-5$ orders of magnitude brighter Galactic and extragalactic foregrounds (see, e.g. Shaver et al. 1999; Ali et al. 2008; Ghosh et al. 2012).

The foregrounds, which are believed to originate from continuum sources, are expected to be spectrally smoother than the $\mathrm{H}_{\mathrm{I}}$ $21-\mathrm{cm}$ signal which is a line emission (Bharadwaj et al. 2001; Di Matteo et al. 2002). The Multifrequency Angular Power Spectrum (MAPS; Zaldarriaga et al. 2004; Santos et al. 2005; Datta et al. 2007) $C_{\ell}\left(v_{a}, v_{b}\right)$ jointly characterises the angular $(\ell)$ and spectral $(v)$ two-point statistics of the sky signal and promises the ability to tell apart the foregrounds from the desired IM signal (Liu \& Tegmark 2012; Trott et al. 2022). The MAPS $C_{\ell}(\Delta v)$, with $\Delta v=\left|v_{a}-v_{b}\right|$, is adequate to assess the IM signal when the frequency bandwidth under consideration is sufficiently small (Mondal et al. 2018, 2019). Considering $C_{\ell}(\Delta v)$, the foregrounds are expected to remain significantly correlated across the bandwidth, whereas the $21-\mathrm{cm}$ signal is expected to decorrelate rapidly with increasing $\Delta v$ (Bharadwaj \& Pandey 2003; Bharadwaj \& Ali 2005; Datta et al. 2007). In principle, the foregrounds and the signal can be separated using these distinct decorrelation properties of MAPS (Ghosh et al. 2011a,b). However, various factors like baseline migration (Morales et al. 2012), ionospheric fluctuations and calibration errors (Kumar et al. 2020, 2022) introduce frequency-dependent structures. In particular, the point sources located at the periphery of the primary beam pattern and at the side lobes show up as oscillations which are extremely difficult to model and remove from the $C_{\ell}(\Delta v)$ (Ghosh et al. 2011a). Further, the period of these oscillations decreases with increasing $\ell$ (Ghosh et al. 2011a) - a feature that equivalently appears as the 'foreground wedge' in the cylindrical power spectrum (PS) $P\left(k_{\perp}, k_{\|}\right)$(Datta et al. 2010; Morales et al. 2012; Vedantham et al. 2012; Trott et al. 2012; Pober et al. 2016). The reader is referred to Pal et al. 2022, hereafter Paper I, for a discussion on how the oscillation in $C_{\ell}(\Delta v)$ and the wedge are related. Many existing methods attempt to remove the foregrounds from the measured visibilities (e.g. Paciga et al. 2011; Datta et al. 2010; Chapman et al. 2012; Mertens et al. 2018; Trott et al. 2022), assuming the smooth nature of the foregrounds. On the other hand, several works (e.g. Pober et al. 2013, 2014; Liu et al. 2014a,b; Dillon et al. 2014, 2015; Pal et al. 2021; Abdurashidova et al. 2022) have adopted the 'foreground avoidance' strategy where

[^2]only the region outside the foreground wedge is used to estimate the 21-cm PS.

A novel approach to mitigate the wide-field foreground effects was first proposed by Ghosh et al. (2011b), who tapered the interferometer's sidelobe response to mitigate the oscillations in $C_{\ell}(\Delta v)$. The Tapered Gridded Estimator (TGE) incorporates the tapering by convolving the visibilities with a suitably chosen window function (Choudhuri et al. 2014, 2016a,b). The TGE manifestly has three salient features. First, it tapers the sky response to mitigate the oscillations in $C_{\ell}(\Delta v)$, thereby significantly reducing foreground contamination. Second, TGE uses gridded visibilities, reducing computational expenses and improving the signal-to-noise ratio (SNR). Third, the TGE internally estimates the noise bias for an unbiased PS estimation. A two-dimensional (2D) version of TGE has been extensively used to study the angular PS of the diffused Galactic foregrounds (Choudhuri et al. 2017, 2020; Chakraborty et al. 2019a; Mazumder et al. 2020) and also Galactic magnetohydrodynamic turbulence (Saha et al. 2019, 2021). Recently, a Tracking TGE (Chatterjee et al. 2022) has been developed to analyse drift scan interferometric observations.

The observed visibility data typically has several frequency channels which are flagged to avoid Radio Frequency Interference (RFI) contamination. This introduces artefacts in the estimated PS, and several state-of-the-art algorithms (Parsons \& Backer 2009; Trott 2016; Kern \& Liu 2021; Ewall-Wice et al. 2021; Kennedy et al. 2023) have been proposed to overcome this. The MAPS-based TGE used for the present work naturally overcomes this problem by first estimating $C_{\ell}(\Delta v)$ and using this to estimate $P\left(k_{\perp}, k_{\|}\right)$. This advantage arises because we obtain estimates of $C_{\ell}(\Delta v)$ for every $\Delta v$ even in the presence of flagged frequency channels. This approach was proposed in Bharadwaj et al. (2018) who validated it using simulations, and it was subsequently demonstrated on observed 150 MHz GMRT data (Pal et al. 2021).

The observations of the upgraded GMRT (uGMRT; Gupta et al. 2017) Band 3 data considered in this paper are described in Chakraborty et al. (2019b), who also outline the initial analysis. The present paper is the third in a series of papers which have used MAPS-based TGE to estimate the $21-\mathrm{cm}$ PS from this data. An earlier work, Chakraborty et al. (2021) (henceforward Ch21) have used the one-dimensional CLEAN algorithm (Parsons \& Backer 2009) to estimate the $21-\mathrm{cm}$ PS in delay space. In the first paper of the present series (Paper I), we have estimated the $21-\mathrm{cm}$ PS from a sub-band of this data combining the two available polarization (RR and LL). In Elahi et al. 2023 (hereafter Paper II) we have estimated the $21-\mathrm{cm}$ PS by cross-correlating the two polarizations instead of combining them. We find that this leads to a substantial reduction in the level of foreground contamination as compared to Paper I. Considering this estimated cross-correlation $C_{\ell}(\Delta v)$, in the present work we introduce a method to model and remove the foregrounds. We show that this does away with the foreground wedge present in the earlier works, allowing us to use the entire $\left(k_{\perp}, k_{\|}\right)$plane for estimating the $21-\mathrm{cm}$ PS.

We closely follow the methodology of Ghosh et al. (2011b) who attempted a foreground removal from the $C_{\ell}(\Delta v)$ estimated from a 610 MHz GMRT observation. Considering the estimated $C_{\ell}(\Delta v)$, this is a combination of the $21-\mathrm{cm}$ signal, foregrounds and noise. For the relevant $\ell$ range, the $21-\mathrm{cm}$ signal is presumed to be localized within $\Delta v \leq 0.5 \mathrm{MHz}$, and at large $\Delta v(>0.5 \mathrm{MHz})$ the signal's amplitude drops substantially (Bharadwaj \& Ali 2005). The key idea is that we may treat the large $\Delta v$ range as having very little (practically zero) $21-\mathrm{cm}$ signal, and use this to model the foregrounds. This model is extrapolated to small $\Delta v$ and used to subtract out the foregrounds.

The residual $C_{\ell}(\Delta v)$ are expected to contain only the $21-\mathrm{cm}$ signal and noise. Be noted that we only use the small $\Delta v$ range ( $\leq 0.5 \mathrm{MHz}$ ) to put a constraint on the $21-\mathrm{cm}$ signal.

The rest of the paper is arranged as follows: Section 2 briefly summarizes the observations, whereas Section 3 describes the TGE and the foreground removal strategies. The formalism for the cylindrical PS is presented in Section 4, while the spherical PS and [ $\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}$ ] are presented in Sections 5 and 6 respectively. Our findings are summarized in Section 7.

The cosmological parameters $\Omega_{m}=0.309, n_{s}=0.965, h=0.67$, $\Omega_{b} h^{2}=0.0224$, quoted in Planck Collaboration et al. (2020), have been used all through the paper.

## 2 DATA DESCRIPTION

We have used the uGMRT Band 3 to carry out deep observations of the ELAIS-N1 field covering $1.8 \mathrm{deg}^{2}$ in a single pointing. The observations were spread over four nights during May 2017, with a total observing time of 25 hours including all calibration overheads. We have used an integration time of 2 seconds and a baseband bandwidth of $200 \mathrm{MHz}(300-500 \mathrm{MHz})$, divided into 8196 frequency channels to achieve a spectral resolution $\left(\Delta v_{c}\right)$ of 24.4 kHz . Chakraborty et al. (2019b) detailed the observation and an initial data processing, which is summarized here. We have used the aoflagger (Offringa et al. 2010, 2012) for initial RFI flagging, followed by the rflag routine of the Common Astronomy Software Applications (CASA; McMullin et al. 2007) to flag residual low-level RFIs from calibrated data. Regarding the calibration, only direction-independent calibration is done on the data using CASA, and no polarization calibration is performed. After flagging and calibration of the visibility data, unresolved and compact sources brighter than $100 \mu J y$ are identified and subtracted out using the casa routine uvsub. The residual visibility data after uvsub is used for all the subsequent analyses reported in this work.

We have split a 24.4 MHz bandwidth subset from the above data at the central frequency $v_{c}=432.84 \mathrm{MHz}$ which has a visibility r.m.s. of 0.43 Jy (Paper I). We also note that the initial rounds of flagging and calibration lead to $\sim 55 \%$ of this data being flagged (Paper I). We have analysed this data in Paper I and Paper II, and we extend our study utilizing the same data here. Similar to Paper II, for our analysis we have used only the baselines with $\mathbf{U} \leq 1 k \lambda$ where the ' $u v$-coverage' is adequately dense and more or less uniform. Note that in Paper I we have considered a broader baseline range ( $\mathbf{U} \leq 3 k \lambda$ ).

We have used the notation $\mathcal{V}_{i}^{x}\left(v_{a}\right)$ to refer to the visibility data corresponding to baseline $\mathbf{U}_{i}$, in polarization state $x$ (RR and LL circular polarization correlation products for the present data) and at an observing frequency of $v_{a}$.

## 3 FOREGROUND REMOVAL FROM MAPS

### 3.1 The Cross TGE

The multi-frequency angular power spectrum (MAPS) $C_{\ell}\left(v_{a}, v_{b}\right)$ is formally defined as
$C_{\ell}\left(v_{a}, v_{b}\right)=\left\langle a_{\ell \mathrm{m}}\left(v_{a}\right) a_{\ell \mathrm{m}}^{*}\left(v_{b}\right)\right\rangle$
where $a_{\ell \mathrm{m}}(v)$ are the coefficients when we expand $\delta T_{\mathrm{b}}(\hat{\mathbf{n}}, v)$ the brightness temperature fluctuations in terms of spherical harmonics $Y_{\ell}^{\mathrm{m}}(\hat{\mathbf{n}})$ on the sky. The ensemble average $\langle\ldots\rangle$ refers to different statistically independent realizations of the random field $\delta T_{\mathrm{b}}(\hat{\mathbf{n}}, v)$.

The 'Cross' Tapered Gridded Estimator (TGE) for MAPS which
cross-correlates the calibrated visibility data $\mathcal{V}_{i}^{x}\left(v_{a}\right)$ measured in two orthogonal polarizations $(x=R R, L L)$ is described in Paper II, and we briefly summarize this here. We first calculate $\mathcal{V}_{c g}^{x}\left(v_{a}\right)$ the convolved-gridded visibility for every grid point $\mathbf{U}_{g}$ on a rectangular grid in the $u v$-plane using
$\mathcal{V}_{c g}^{x}\left(v_{a}\right)=\sum_{i} \tilde{w}\left(\mathbf{U}_{g}-\mathbf{U}_{i}\right) \mathcal{V}_{i}^{x}\left(v_{a}\right) F_{i}^{x}\left(v_{a}\right)$.
where $F_{i}^{x}\left(v_{a}\right)$, which takes values 0 or 1 , accounts for the flagged channels, and $\tilde{w}(\mathbf{U})$ is the Fourier transform of the window function $\mathcal{W}(\theta)=e^{-\theta^{2} /\left[f \theta_{0}\right]^{2}}$ which is introduced to taper the sky response away from the beam centre. Here $\theta_{0}$ is 0.6 times the FWHM of the PB , and following Paper I we have used $f=0.6$ for the present analysis.

The Cross TGE is defined as

$$
\begin{align*}
\hat{E}_{g}\left(v_{a}, v_{b}\right)=M_{g}^{-1}\left(v_{a}, v_{b}\right) \mathcal{R} e[ & \mathcal{V}_{c g}^{R R}\left(v_{a}\right) \mathcal{V}_{c g}^{* L L}\left(v_{b}\right) \\
& \left.+\mathcal{V}_{c g}^{L L}\left(v_{a}\right) \mathcal{V}_{c g}^{* R R}\left(v_{b}\right)\right] \tag{3}
\end{align*}
$$

where $M_{g}\left(v_{a}, v_{b}\right)$ is a normalization factor which we have estimated using simulations corresponding to $C_{\ell}\left(v_{a}, v_{b}\right)=1$ referred to as unit MAPS or uMAPS. The simulated visibilities $\left[\mathcal{V}_{i}^{x}\left(v_{a}\right)\right]_{\text {uMAPS }}$ are used to estimate

$$
\begin{align*}
M_{g}\left(v_{a}, v_{b}\right)=\mathcal{R} e\left[\mathcal{V}_{c g}^{R R}( \right. & \left.v_{a}\right) \mathcal{V}_{c g}^{* L L}\left(v_{b}\right) \\
& \left.+\mathcal{V}_{c g}^{L L}\left(v_{a}\right) \mathcal{V}_{c g}^{* R R}\left(v_{b}\right)\right]_{\mathrm{uMAPS}} \tag{4}
\end{align*}
$$

We have used multiple realizations (50 in this work) of the uMAPS to decrease the statistical uncertainties in the estimated $M_{g}$.

The estimator (equation 3) is unbiased i.e. $\left\langle\hat{E}_{g}\right\rangle=C_{\boldsymbol{\ell}_{g}}$ at each grid $\mathbf{U}_{g}$ where $\boldsymbol{\ell}_{g}=2 \pi \mathbf{U}_{g}$. We subsequently use the notation $C_{\boldsymbol{\ell}}$ and $\boldsymbol{\ell}$ to denote $C_{\boldsymbol{\ell}_{g}}$ and $\boldsymbol{\ell}_{g}$ respectively. The cosmological $21-\mathrm{cm}$ signal is statistically isotropic on the sky plane i.e. $C_{\ell} \equiv C_{\ell}$ where $\ell=|\boldsymbol{\ell}|$ corresponds to an angular multipole. It is then possible to do an annular binning of the estimated $\hat{E}_{g}$ in the $u v$-plane. We have taken this approach in Paper I and Paper II to increase the SNR, and also to reduce the data volume for a PS estimation. However, the isotropy does not hold for the foregrounds, and the foreground contribution differs from grid point to grid point. We find it advantageous to individually model and remove the foregrounds separately at each grid point. Hence we avoid binning $C_{\boldsymbol{\ell}}$ at this stage, and we perform the binning only after foreground removal.

### 3.2 The predicted signal

Here we follow Paper II and consider $C_{\ell}(\Delta v)$ instead of $C_{\ell}\left(v_{a}, v_{b}\right)$. This assumes the statistics of the $21-\mathrm{cm}$ signal to be ergodic along the line-of-sight (LoS) which is quite justified given the relatively small redshift interval of $\Delta z=0.19$ centred around $z=2.28$. We have used

$$
\begin{align*}
{\left[C_{\ell_{a}}\left(\Delta v_{n}\right)\right]_{T}=\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2} } & \frac{\bar{T}^{2}}{\pi r^{2}} \int_{0}^{\infty} d k_{\|} \cos \left(k_{\|} r^{\prime} \Delta v_{n}\right) \\
& \times \operatorname{sinc}^{2}\left(k_{\|} r^{\prime} \Delta v_{c} / 2\right) P_{m}\left(k_{\perp a}, k_{\|}\right) \tag{5}
\end{align*}
$$

to calculate the predicted $\left[C_{\ell_{a}}\left(\Delta v_{n}\right)\right]_{T}$ corresponding to the $21-\mathrm{cm}$ signal. Here the equation (5) has been used in a slightly modified form in Paper II who took it from Bharadwaj \& Ali (2005). In equation (5), $P_{m}\left(\mathbf{k}_{\perp}, k_{\|}\right)$is the dark matter PS in redshift space at the wave vector $\mathbf{k}$ whose $\operatorname{LoS}$ and perpendicular components are $k_{\|}$ and $\mathbf{k}_{\perp}=\boldsymbol{\ell} / r$ respectively, and the sinc function takes care of the finite width $\Delta v_{c}$ of the frequency channels. Considering $z=2.28$,


Figure 1. The theoretically predicted $21-\mathrm{cm}$ signal corresponding to $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]=10^{-3}$ is shown. The blue and the black dashed vertical lines show $[\Delta v]_{0.4}$ and $[\Delta v]_{0.1}$ respectively for the corresponding $\ell$ values.
we find that the comoving distance $r$, its frequency derivative $r^{\prime}$ have the values $5703 \mathrm{Mpc}, 9.85 \mathrm{Mpc} / \mathrm{MHz}$, respectively (Paper II). The mean brightness temperature (Bharadwaj et al. 2001; Bharadwaj \& Ali 2005)
$\bar{T}(z)=133 \mathrm{mK}(1+z)^{2}\left(\frac{h}{0.7}\right)\left(\frac{H_{0}}{H(z)}\right)$
is found to have a value of 406 mK at this redshift. $\Omega_{\mathrm{H}_{\mathrm{I}}}$ and $b_{\mathrm{H}_{\mathrm{I}}}$ here are the comoving Hi mass density in units of the present critical density and the bias parameter, respectively. We have used $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]=10^{-3}$ which is supported by various observations (e.g. Rhee et al. 2018 and references therein) and simulations (e.g. Sarkar et al. 2016). For the matter PS $P_{m}(\mathbf{k})$ we have used the fitting formula presented in Eisenstein \& Hu (1998) ignoring the effect of redshift space distortion (RSD; Bharadwaj \& Ali 2005).

Figure 1 shows $\left[C_{\ell}(\Delta v)\right]_{T}$ for two representative $\ell$ values. Considering both the panels, we see that $\left[C_{\ell}(\Delta v)\right]_{T}$ peaks at $\Delta v=0$, declines with increasing $\Delta v$ and $\left[C_{\ell}(\Delta v)\right]_{T} \sim 0$ when $\Delta v \gtrsim 2 \mathrm{MHz}$. We define $[\Delta v]_{0.4}$ and $[\Delta v]_{0.1}$ respectively as the values of $\Delta v$ where the amplitude of $\left[C_{\ell}(\Delta v)\right]_{T}$ falls to $40 \%$ and $10 \%$ of its peak value $\left[C_{\ell}(0)\right]_{T}$. In each panel, the blue and the black dashed vertical lines indicate $[\Delta v]_{0.4}$ and $[\Delta v]_{0.1}$ respectively for the corresponding $\ell$ value. We see that the $21-\mathrm{cm}$ signal is predominantly localised within a small range of frequency separations, and there is a very little $21-\mathrm{cm}$ signal at $\Delta v>[\Delta v]_{0.1}$. The quantities $[\Delta v]_{0.4}$ and $[\Delta v]_{0.1}$ provide estimates of this range of frequency separations within which the $21-\mathrm{cm}$ signal is localised.

The left panel of Figure 1 shows $\left[C_{\ell}(\Delta v)\right]_{T}$ for $\ell=1088$. This has a peak value of $\sim 1.4 \times 10^{-6} \mathrm{mK}^{2}$ at $\Delta v=0$, and $[\Delta v]_{0.4} \approx$ 0.54 MHz and $[\Delta v]_{0.1} \approx 1.25 \mathrm{MHz}$ respectively. The right panel shows $\left[C_{\ell}(\Delta v)\right]_{T}$ for a comparatively larger $\ell=3064$ value. For this $\ell$, the peak value is $\sim 0.4 \times 10^{-6} \mathrm{mK}^{2}$, and we have $[\Delta v]_{0.4} \approx$ 0.22 MHz and $[\Delta v]_{0.1} \approx 0.52 \mathrm{MHz}$ respectively. We see that with increasing $\ell$, the amplitude of $\left[C_{\ell}(\Delta v)\right]_{T}$ goes down, and it also decorrelates faster i.e. $[\Delta v]_{0.4}$ and $[\Delta v]_{0.1}$ get smaller.

### 3.3 Foreground modelling and removal: Polynomial fitting (PF)

The foregrounds, which are believed to originate from continuum sources, are expected to be spectrally smooth (Bharadwaj et al. 2001; Di Matteo et al. 2002). However, baseline migration (Morales et al.

2012; Vedantham et al. 2012) and the frequency dependence of the PB (Ghosh et al. 2011a) introduce additional chromaticity in the measured $C_{\boldsymbol{\ell}}(\Delta v)$. Regardless, the foregrounds are expected to be present over the entire $\Delta v$-range, whereas the $21-\mathrm{cm}$ signal is largely localized within a small $\Delta v$ range, and there is very little $21-\mathrm{cm}$ signal for $\Delta v>[\Delta v]_{0.1}$. Here we assume that in the range $\Delta v>[\Delta v]_{0.1}$ the measured $C_{\boldsymbol{\ell}}(\Delta v)$ can be modelled as
$C_{\boldsymbol{\ell}}(\Delta v)=\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}+[$ Noise $]$
where $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ and [Noise] are the foreground and noise contributions respectively. In our first approach, we have used polynomial fitting (PF) to model the foregrounds and subtract these out. The estimated $C_{\boldsymbol{\ell}}(\Delta v)$ is, by construction, a symmetric function of $\Delta v$, i.e., $C_{\boldsymbol{\ell}}(\Delta v)=C_{\boldsymbol{\ell}}(-\Delta v)$. We have chosen an even polynomial in $\Delta v$ to model the foregrounds,
$\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}=\sum_{m=0}^{n} a_{2 m}(\Delta v)^{2 m}$
where the coefficients $a_{2 m}$ are the free parameters of our foreground model. We have fitted equation (8) to the measured $C_{\boldsymbol{\ell}}(\Delta v)$ in the range $\Delta v>[\Delta v]_{0.1}$, and used this to obtain the best-fit values of the parameters $a_{2 m}$. The idea is to extrapolate the best-fit $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ to $\Delta v \leq[\Delta v]_{0.1}$ where we use it to subtract out the foregrounds
$\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{res}}=C_{\boldsymbol{\ell}}(\Delta v)-\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$.
Subsequent to foreground subtraction, the entire analysis is restricted to the range $\Delta v \leq[\Delta v]_{0.1}$ which was not included in PF. We have used $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ to measure (or constrain) the $\mathrm{H}_{\text {I }} 21-\mathrm{cm}$ signal.

We have used maximum likelihood to find the best-fit parameters $a_{2 m}$ and their error-covariance $C_{a}$. The error covariance $C_{a}$ also allows us to quantify the uncertainty in the best-fit $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$. We assume that the polynomial coefficients $a_{2 m}$ follow a multivariate normal distribution (MND) with mean values as obtained from the maximum likelihood solutions and covariance $C_{a}$, i.e. $a_{2 m} \sim \mathcal{N}\left(a_{2 m}^{\mathrm{MLE}}, C_{a}\right)$. We generate 1000 realizations of the polynomial coefficients from the MND and obtain the fits for each realization. The mean of the fits is by construction the best-fit foreground model $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$, whereas the standard deviation across the realizations yields the error in the fits. These fitting errors are added to the error budget for each data point of the residuals $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$.

The parameter $n$, which decides the order of the fitting polynomial, is an extra free parameter in our foreground model. We have considered different values $0 \leq n \leq 10$, and chosen the one that best matches the measured $C_{\boldsymbol{\ell}}(\Delta v)$ in the range $\Delta v \leq[\Delta v]_{0.1}$ and hence gives the smallest residual $C_{\boldsymbol{\ell}}(\Delta v)$. We have quantified this using the mean squared error (MSE)
MSE $=\frac{\sum_{\mathrm{i}}^{\mathrm{k}}\left[\mathrm{C}_{\boldsymbol{\ell}}\left(\Delta v_{\mathrm{i}}\right)\right]_{\text {res }}^{2}}{(\mathrm{k}-\mathrm{n})}$
where k is the number of $\Delta v$ data points in the range $\Delta v \leq[\Delta v]_{0.1}$. We have used the value of $n$ which minimises MSE.

The fitting procedure is illustrated in Figure 2 where the left panel shows the measured $C_{\boldsymbol{\ell}}(\Delta v)$ for a representative $\ell$ with $\ell=2740$. Note that we have estimated $C_{\boldsymbol{\ell}}(\Delta v)$ for the entire $\Delta v$ range of 24.4 MHz , which corresponds to the bandwidth of the data. The results for the entire $\Delta v$ range are presented in the Figure 2 of $\mathrm{Pa}-$ per II. We find there that various $\Delta v$ dependent structures appear in $C_{\boldsymbol{\ell}}(\Delta v)$ at larger $\Delta v$ separations ( $>4 \mathrm{MHz}$ ). These structures are possibly due to the low sampling at larger $\Delta v$, and also the frequencydependence of the PB pattern. The difficulty arises because PF starts to model these structures instead of tracing the smooth $\Delta v$ dependence of the foregrounds. In this work, we have restricted the $\Delta v$


Figure 2. The left and the right panels respectively show (blue solid line) the measured $C_{\boldsymbol{\ell}}(\Delta v)$ and $\left[C_{\ell}(\Delta v)\right]_{T}$ for a representative $\boldsymbol{\ell}=2740$. The black dashed vertical lines show $[\Delta v]_{0.1}$. In the left panel the dashed curves show the best-fit $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ corresponding to different values of $n$ indicated in the legend. The red solid curve shows the $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ which minimizes the residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ in the range $\Delta v<[\Delta v]_{0.1}$. The dashed curves and the red solid curve in the right panel shows $\left[C_{\boldsymbol{C}}(\Delta v)\right]_{T P}$ the best-fit polynomials for $\left[C_{\ell}(\Delta v)\right]_{T}$ for the same values of $n$.
range to 3.66 MHz , which corresponds to $150 \Delta v$ data points. We see that $C_{\boldsymbol{\ell}}(\Delta v)$ falls smoothly across the $\Delta v$ range considered here, albeit with relatively small wriggles superimposed on this. The right panel shows $\left[C_{\ell}(\Delta v)\right]_{T}$ predicted for the same value of $\ell$, for which the vertical dashed line shows $[\Delta v]_{0.1}=0.56 \mathrm{MHz}$ in both the panels. Our aim is to use the range $\Delta v>[\Delta v]_{0.1}$ to model the overall smooth nature of the measured $C_{\boldsymbol{\ell}}(\Delta v)$. The left panel shows the best fit polynomials for several values of $n$. Considering $n=2$ we see that a quadratic polynomial does not provide a very good fit. The fit improves as $n$ is increased, however the polynomial starts to model features from the wriggles and other rapid fluctuations if $n$ is increased beyond a certain point. Considering $n=5,6$ and 7 , we see that these are nearly indistinguishable in the range $\Delta v>[\Delta v]_{0.1}$, however we see that $n=6$ provides the best fit to the measured $C_{\boldsymbol{\ell}}(\Delta v)$ at $\Delta v \leq[\Delta v]_{0.1}$. The value of MSE is also minimised for $n=6$, and we have adopted this to set the order of the polynomial for this particular value of $\boldsymbol{\ell}$. We have followed the same procedure for all the $\ell$ in our analysis, the value of $n$ was restricted to the range $0 \leq n \leq 10$.

PF is also expected to cause some loss of the $21-\mathrm{cm}$ signal. To quantify this loss, we consider the expected signal $\left[C_{\ell}(\Delta v)\right]_{T}$ which is shown in the right panel. Here also, we have used the range $\Delta v>$ $[\Delta v]_{0.1}$ to obtain $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{T P}$ which is the best fit polynomial for $\left[C_{\ell}(\Delta v)\right]_{T}$. The best fit polynomials are shown for several values of $n$, we see that the signal loss increases as the order of the polynomial increases. Here we adopt $n=6$ which is the value used for the measured $C_{\boldsymbol{\ell}}(\Delta v)$. We see that $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{T P}$ has a peak value of $\sim 0.04 \times 10^{-6} \mathrm{mK}^{2}$ which is less than $10 \%$ of the peak value of $\left[C_{\ell}(\Delta v)\right]_{T}$ i.e. the signal loss is less than $10 \%$. In the subsequent analysis we have accounted for the signal loss using the loss-corrected 21-cm signal
$\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{T C}=\left[C_{\ell}(\Delta v)\right]_{T}-\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{T P}$.
It may be noted that the actual signal loss is expected to be less than the conservative estimates used here. This is because we will generally have a combination of foregrounds and $21-\mathrm{cm}$ signal, and the
foregrounds are expected to have a slower $\Delta v$ variation in comparison to the $21-\mathrm{cm}$ signal.

### 3.4 Foreground modelling and removal: Gaussian Process Regression (GPR)

The second approach conforms to the same idea (presented in Section 3.3) that the foregrounds are expected to span the entire $\Delta v$ range in contrast to the $21-\mathrm{cm}$ signal which largely remains localized within a small $\Delta v$ range. However, instead of using a polynomial (equation 8), we model the foregrounds with a Gaussian Process (GP).

A GP is a collection of an infinite number of random variables $f(x)$ such that any finite numbers of these variables follow a joint MND. A mean $m(x)$ and a covariance function $K\left(x, x^{\prime}\right)$ completely defines a GP,
$f(x) \sim \mathcal{G P}\left(m(x), K\left(x, x^{\prime}\right)\right)$.
In Gaussian Process Regression (GPR), the observed data d are assumed to be the outcome of a GP whose mean and covariance functions are unknown. The mean and the covariance functions have forms involving hyper-parameters whose optimal values are inferred from the data. Once the optimal values of the hyper-parameters are known, one can make predictions for unobserved data points $\mathbf{d}^{*}$ (Williams \& Rasmussen 1996; Rasmussen \& Williams 2006). The python library george (Ambikasaran et al. 2015) has been used for the GPR analysis presented here.

In our case, the measured $C_{\boldsymbol{\ell}}(\Delta v)$ values in the range $\Delta v>[\Delta v]_{0.1}$ (or $[\Delta v]_{0.4}$ ) are the observed data points $\mathbf{d}$. We model these using equation (7), where $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ and [Noise] are both assumed to be independent, mean-zero, Gaussian random variables. We further assume the measured $C_{\boldsymbol{\ell}}(\Delta v)$ to be the outcome of a GP with covariance
$\mathbf{K}(\mathbf{d}, \mathbf{d}) \equiv K\left(\Delta v_{m}, \Delta v_{n}\right)=k_{\mathrm{FG}}\left(\Delta v_{m}, \Delta v_{n}\right)+\sigma_{N}^{2} \delta_{n m}$
where $\sigma_{N}^{2}$, the noise variance, is estimated from noise-only simulations and $\mathbf{k}_{\mathrm{FG}}(\mathbf{d}, \mathbf{d}) \equiv k_{\mathrm{FG}}\left(\Delta v_{m}, \Delta v_{n}\right)$ is a positive semidefinite kernel which quantifies the covariance of $\left[C_{\boldsymbol{\ell}}\left(\Delta v_{m}\right)\right]_{\mathrm{FG}}$ and $\left[C_{\boldsymbol{\ell}}\left(\Delta v_{n}\right)\right]_{\mathrm{FG}}$.

The choice of the functional form of the kernel $k_{\mathrm{FG}}\left(\Delta v_{m}, \Delta v_{n}\right)$ is crucial in GPR predictions as it encodes our assumptions (or prior knowledge) about $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$. There are several commonly used kernels such as squared exponential, rational quadratic and Matérn which are stationary i.e., the kernel depends only on the difference $R=\left|\Delta v_{m}-\Delta v_{n}\right|$. However, in our case $\Delta v$ is already a frequency difference. We further find that these kernels are more sensitive to the rapid fluctuations relative to the smooth, slowly varying features in the observed data d.

For the present analysis we have used the non-stationary polynomial kernel given by (Rasmussen \& Williams 2006)
$k_{\mathrm{FG}}\left(\Delta v_{m}, \Delta v_{n}\right)=\left(\Delta v_{m} \cdot \Delta v_{n}+b\right)^{P}$
where the constant $b$ is a hyper-parameter and $P$, which denotes the order of the polynomial kernel, is not a hyper-parameter and is held fixed. We have considered different values of $P$ and find that larger values provide a better fit, however at the expense of a larger signal loss. With this in view, we have restricted ourselves to $P=2$ and 3 for the entire analysis. For a given $P$, we have used maximized the log-likelihood to estimate the optimal value of $b$ from the observed data d.

In the final step we use GPR, with the inferred optimal hyperparameter $b$, to make predictions for $\mathbf{d}^{*}$ the unobserved data points.

In our case $\mathbf{d}^{*}$ corresponds to the foreground model predictions $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ for the range $\Delta v \leq[\Delta v]_{0.1}$ (or $[\Delta v]_{0.4}$ ). The mean and covariance of $\mathbf{d}^{*}$ (given the observed data $\mathbf{d}$ ) are respectively predicted to be (see e.g. Bishop 2006),

$$
\begin{align*}
& \mu\left(\mathbf{d}^{*} \mid \mathbf{d}\right)=\mathbf{k}_{\mathrm{FG}}\left(\mathbf{d}^{*}, \mathbf{d}\right) \mathbf{K}^{-1}(\mathbf{d}, \mathbf{d}) \mathbf{d}  \tag{15}\\
& \Sigma\left(\mathbf{d}^{*} \mid \mathbf{d}\right)=\mathbf{k}_{\mathrm{FG}}\left(\mathbf{d}^{*}, \mathbf{d}^{*}\right)-\mathbf{k}_{\mathrm{FG}}\left(\mathbf{d}^{*}, \mathbf{d}\right) \mathbf{K}^{-1}(\mathbf{d}, \mathbf{d}) \mathbf{k}_{\mathrm{FG}}\left(\mathbf{d}, \mathbf{d}^{*}\right) . \tag{16}
\end{align*}
$$

Here $\mu\left(\mathbf{d}^{*} \mid \mathbf{d}\right)$ is the predicted foreground model $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ and $\Sigma\left(\mathbf{d}^{*} \mid \mathbf{d}\right)$ is the covariance of the fitting error. We have added the diagonal elements of $\Sigma\left(\mathbf{d}^{*} \mid \mathbf{d}\right)$ to the noise variance to estimate the total error variance for $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res. }}$. To account for the signal loss, we have applied GPR to the expected $21-\mathrm{cm}$ signal $\left[C_{\ell}(\Delta v)\right]_{T}$ and corrected for the $21-\mathrm{cm}$ signal loss in exactly the same way as in Section 3.3.

### 3.5 Fit and residual $C_{\boldsymbol{\ell}}(\Delta v)$

We have divided the measured $C_{\ell}(\Delta v)$ into three sets, $\ell<2000$ (Set I), $2000<\ell<4000$ (Set II) and $\ell>4000$ (Set III), and analysed them separately. For Set I, which covers the smaller $\ell$-values, we see that $\left[C_{\ell}(\Delta v)\right]_{T}$ de-correlates slowly with increasing $\Delta v$ (left panel of Figure 1), and $[\Delta v]_{0.1} \sim 1.25 \mathrm{MHz}$. We have found that for this case the measured $C_{\boldsymbol{\ell}}(\Delta v)$ contains structures within $[\Delta v]_{0.1}$ which cannot be modelled by extrapolating the polynomial from $\Delta v>[\Delta v]_{0.1}$. In this case, we find that it is advantageous to reduce the $\Delta v$ range for signal estimation and increase the $\Delta v$ range used for PF. Here we have used $[\Delta v]_{0.4}$ for the $\ell$ values of Set $I$, and $[\Delta v]_{0.1}$ for the $\boldsymbol{\ell}$ values in the other two sets.

The left panels of Figure 3 show the measured $C_{\boldsymbol{\ell}}(\Delta v)$ (blue solid lines) along with the best-fit polynomial foreground models $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ (red dashed lines), considering three representative $\boldsymbol{\ell}$ values one from each set respectively. The grey-shaded regions on the measured $C_{\boldsymbol{\ell}}(\Delta v)$ show errors due to noise which were estimated using simulations as presented in Paper II (also in Section 4 of this paper), whereas the red error bars on $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ show fitting errors. All the panels here show $2 \sigma$ error bars.

The right panels of Figure 3 show $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$, the residuals after foreground subtraction, and the blue error bars are the combined errors from noise and foreground modelling. The $\Delta v$ range is restricted to $\Delta v \leq[\Delta v]_{0.4}$ and $[\Delta v]_{0.1}$ for the top panel and the two lower panels respectively. We see that in all the panels shown here the residuals $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ are largely consistent with zero (grey dashed lines). While the foreground subtraction is successful at several $\boldsymbol{\ell}$ values, there also are many $\ell$ where the residuals are clearly not consistent with zero. In some cases our method over-predicts $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ and we are left with large negative $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$, whereas we also find some other cases where $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ is under-predicted and we have large positive $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$. It is necessary to identify and flag the $\boldsymbol{\ell}$ where our foreground subtraction fails and $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ is clearly not consistent with zero.

We have assessed the effectiveness of foreground subtraction by fitting the residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ using our model prediction for the expected signal $\left[C_{\ell}(\Delta v)\right]_{T}$ (equation 5) with $\mathbf{A} \equiv\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}$ as a free parameter. The quantity $\mathbf{A}$ effectively quantifies the amplitude of $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$, with $\mathbf{d A}$ denoting the predicted uncertainties. We have used the criteria $|\mathbf{A}| / \mathbf{d A}>2$ to identify the $\boldsymbol{\ell}$ values where foreground subtraction fails, which are then flagged. We finally have 8,33 and 20 unflagged $\boldsymbol{\ell}$ values for Sets I, II and III, respectively. Figures A1 to A6 of Appendix A show the measured $C_{\boldsymbol{\ell}}(\Delta v)$, the corresponding foreground model $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ and the residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ for all the $\boldsymbol{\ell}$ values which were accepted for the


Figure 3. The blue solid lines in the left panel show the measured $C_{\boldsymbol{\ell}}(\Delta v)$ with $2 \sigma$ uncertainties (grey shaded region) expected from noise. The red dashed lines and the associated error bars show the best-fit polynomial foreground models and their $2 \sigma$ uncertainties. The vertical dashed lines show $[\Delta v]_{0.4}$ (blue) in the top panel and $[\Delta v]_{0.1}$ (black) in the two bottom panels respectively. The value of $\boldsymbol{\ell}$ and $n$ (used for foreground modelling) are mentioned in the respective panels. The residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ in the range $\Delta v \leq[\Delta v]$ are shown in the right panels where the $2 \sigma$ error bars combine the noise and fitting errors.
subsequent analysis. A visual inspection shows these $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ values to be largely within the $2 \sigma$ error bars. We have also considered the flagging criteria $(|\mathbf{A}| / \mathbf{d A}>1)$ and $(|\mathbf{A}| / \mathbf{d A}>3$ and 5$)$ to investigate what happens if the cut is tightened or relaxed. We find that a few more $\ell$ values are flagged if the cut is tightened, whereas we pick up some $\ell$ values having residual foregrounds if the cut is relaxed. Either way, the final conclusions are not much changed, and we have used $|\mathbf{A}| / \mathbf{d A}>2$ which provides the best results.

Figure 4 is the same as Figure 3, except that we have used GPR instead of PF for foreground modelling. The flagging here has also been carried out in the same way as for PF. For GPR, visual inspection reveals a further $4 \boldsymbol{\ell}$ grid points in Set III where $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ has strong oscillatory features which can be attributed to residual point source foregrounds. In addition to the flagging criteria described earlier, we have also flagged these 4 visually identified $\boldsymbol{\ell}$ grids. We finally get 2,21 and 13 unflagged $\boldsymbol{\ell}$ values in GPR analysis for Sets I, II and III, respectively. Figures A7 and A8 of Appendix A show the measured $C_{\boldsymbol{\ell}}(\Delta v)$, the corresponding foreground model $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ and the residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ for all the $\boldsymbol{\ell}$ values which were accepted for the subsequent analysis. We visually assess that these $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ values are largely within the $2 \sigma$ error bars.

We note a few features common to both PF and GPR analysis presented here. Considering the foreground fits, both the methods show quite reasonable fits to the measured $C_{\boldsymbol{\ell}}(\Delta v)$, and the residuals $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ are largely within $2 \sigma$ error bounds. Strictly speaking, we could interpret the residuals as being consistent with the noise predictions if the $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ values were randomly distributed around zero. However, we find that the residuals are not random but exhibit


Figure 4. Same as Figure 3 but for GPR. The quoted values of $P$ denote the orders of the polynomial covariance function.
correlations which extend over several adjacent $\Delta v$ values. Here we note that this can arise from uncertainties in foreground modelling which are, in general, predicted to be correlated (e.g. equation 16). Low-level residual foregrounds can also lead to such correlations. In order to keep the treatment simple, for the present analysis we have ignored these correlations and we have treated the errors at each $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ as being independent.

## 4 THE CYLINDRICAL PS

The cylindrical PS $P\left(k_{\perp}, k_{\|}\right)$of the $21-\mathrm{cm}$ signal is the Fourier transform of the MAPS $C_{\ell}(\Delta v)$ along $\Delta v$ (Datta et al. 2007)
$P\left(k_{\perp}, k_{\|}\right)=r^{2} r^{\prime} \int_{-\infty}^{\infty} d(\Delta v) \mathrm{e}^{-i k_{\|} r^{\prime} \Delta v} C_{\ell}(\Delta v)$.
Following Paper II we model the measured $C_{\ell}(\Delta v)$ as
$C_{\ell}\left(\Delta v_{n}\right)=\sum_{m} \mathbf{A}_{n m} P\left(k_{\perp}, k_{\| m}\right)+[\text { Noise }]_{n}$
where A contains the Fourier transform coefficients and [Noise] $n$ is the noise in each estimated $C_{\ell}\left(\Delta v_{n}\right)$. The maximum likelihood estimate of $P\left(k_{\perp}, k_{\| m}\right)$ is given by,
$P\left(k_{\perp}, k_{\| m}\right)=\sum_{n}\left[\left(\mathbf{A}^{\dagger} \mathbf{N}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\dagger} \mathbf{N}^{-1}\right]_{m n} C_{\ell}\left(\Delta v_{n}\right)$
where $\mathbf{N}$ is the noise covariance matrix.
The noise covariance estimate is detailed in Paper II which we briefly restate here. We have simulated multiple (50) realizations of visibility data having zero mean and standard deviation $\sigma_{N}=$ 0.43 Jy , which is the visibility r.m.s present in the actual data. We identically analyse the simulated data using the TGE (equation 3) to estimate $\mathbf{N}$. However, the true noise level in the data is $\sim 4.77$ times larger than what we obtain from the system 'noise-only' simulations
(Paper II), and the noise levels are scaled up with this factor for the present work.

We have binned the foreground subtracted residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ at different grid points $\boldsymbol{\ell}_{g}$ into equally separated annular bins in the $u v$-plane. We have calculated the bin-averaged values $C_{\ell_{a}}\left(\Delta v_{n}\right)=$ $\frac{\sum_{g} w_{g}\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}}{\sum_{g} w_{g}}$ at the bin-averaged multipoles $\ell_{a}=\frac{\sum_{g} w_{g} \ell_{g}}{\sum_{g} w_{g}}$, where the weight $w_{g}$ of the grid points are taken to be unity implying that all grids are equally weighted. The $\ell_{a}$ values here span the range $1000 \leqslant \ell_{a} \leqslant 5800$ with $5 \ell$ bins, this corresponds to the $k_{\perp}$ range $0.18 \lesssim k_{\perp} \lesssim 1.0 \mathrm{Mpc}^{-1}$ for the estimated $P\left(k_{\perp}, k_{\|}\right)$. The $\Delta v$ extent available for $21-\mathrm{cm}$ signal estimation is different for each $\boldsymbol{\ell}$. However, for estimating the cylindrical PS we have used a fixed range of 0.488 MHz which corresponds to $N_{E}=20$ frequency separations $\Delta v$ for all the bins. As a consequence, the estimated $P\left(k_{\perp}, k_{\|}\right)$all span the same $k_{\|}$range of $0 \leq k_{\|} \leq 13.1 \mathrm{Mpc}^{-1}$ with the resolution $\Delta k_{\|}=0.69 \mathrm{Mpc}^{-1}$. The actual available $\Delta v$ range is larger than 0.488 MHz for some of the small $\boldsymbol{\ell}$ for which this assumption leads to some additional $21-\mathrm{cm}$ signal loss. The actual available range is somewhat smaller than 0.488 MHz for the large $\boldsymbol{\ell}$, in which case we end up introducing excess noise into the analysis. Note that the exact available $\Delta v$ ranges are shown for all the $\boldsymbol{\ell}$ in Appendix A. We further note that the cylindrical PS has not been used for any of the final quantitative outcomes quoted in this paper. Here the cylindrical PS has primarily been used for a visual representation of the residual data and for exploring the noise statistics. It may also be noted that we have not corrected $P\left(k_{\perp}, k_{\|}\right)$for the signal loss associated with the foreground removal. We do not expect these simplifying assumptions to have a severe impact for the two issues under consideration in this section.

Figure 5 shows $\left|P\left(k_{\perp}, k_{\|}\right)\right|$before and after foreground removal using PF in the left and the middle panels respectively. The cylindrical PS are visually very similar for GPR analysis, and we do not explicitly show them here. The rightmost panel shows $\delta P_{N}\left(k_{\perp}, k_{\|}\right)$ the expected r.m.s. statistical fluctuation due to noise. We note that $\delta P_{N}\left(k_{\perp}, k_{\|}\right)$is obtained by applying the maximum likelihood estimator (MLE; equation 19) on the $C_{\ell}(\Delta v)$ obtained from multiple realizations of the noise only simulations mentioned earlier. The black dashed lines show the predicted location of the foreground wedge boundary $\left[k_{\|}\right]_{H}=\left(r / r^{\prime} v_{c}\right) k_{\perp}$. The left panel shows that before foreground subtraction $\left|P\left(k_{\perp}, k_{\|}\right)\right|$has a dynamic range of $\sim 10^{6}$ starting from $\sim 10^{8} \mathrm{mK}^{2} \mathrm{Mpc}^{3}$ at $k_{\|}=0$ to $\sim 10^{2} \mathrm{mK}^{2} \mathrm{Mpc}^{3}$ at the higher $k_{\|}$. The most affected LoS mode is $k_{\|}=0$ which corresponds to the DC of the signal. Note that we have shifted the $k_{\|}=0$ point slightly to place it in a $\log$ scale. We notice that the major contribution of the power is within $\left[k_{\|}\right]_{H}$. A significant foreground leakage is also noticeable up to $k_{\|} \sim 1 \mathrm{Mpc}^{-1}$. The $\left|P\left(k_{\perp}, k_{\|}\right)\right|$values beyond $k_{\|} \sim 1 \mathrm{Mpc}^{-1}$ appear to be comparatively foreground-free.

Considering the middle panel we see that the $\left|P\left(k_{\perp}, k_{\|}\right)\right|$values are found to lie within $10^{2}-10^{6} \mathrm{mK}^{2} \mathrm{Mpc}^{3}$. The $\left|P\left(k_{\perp}, k_{\|}\right)\right|$values at $k_{\|}<1 \mathrm{Mpc}^{-1}$ have an amplitude $\sim 10^{5} \mathrm{mK}^{2} \mathrm{Mpc}^{3}$. We see that the smooth foreground components which appear at low $k_{\|}$have been successfully subtracted out from the data. In the last two $k_{\perp}$ bins, we see some residual foregrounds at large $k_{\|}\left(\geq 2 \mathrm{Mpc}^{-1}\right)$. In these larger $k_{\perp}$ modes, the noise is found to be high (right panel), and we could not separate a rapidly varying foreground component (or possibly unknown systematics) from the noisy data.

After foreground subtraction, we can use the entire ( $k_{\perp}, k_{\|}$) space for constraining the $21-\mathrm{cm}$ PS. However, it is necessary to ensure that the measured $P\left(k_{\perp}, k_{\|}\right)$values are either strictly positive, or be of either signs with the negative values being consistent with the


Figure 5. The first two panels show the cylindrical PS $\left|P\left(k_{\perp}, k_{\|}\right)\right|$before and after foreground removal (using PF). The third panel shows the $1 \sigma$ statistical fluctuation $\delta P_{N}\left(k_{\perp}, k_{\|}\right)$in the estimated $P\left(k_{\perp}, k_{\|}\right)$. The black dashed line shows the predicted boundary of the foreground wedge [ $k_{\|}$] .
expected noise level. Due to the non-uniform baseline sampling in the $u v$-plane and also in $\Delta v$, we do not expect the noise level to be uniform across the ( $k_{\perp}, k_{\|}$) plane. We account for this by considering the quantity $X$ which is defined as (Pal et al. 2021)
$X=\frac{P\left(k_{\perp}, k_{\|}\right)}{\delta P_{N}\left(k_{\perp}, k_{\|}\right)}$.
The distribution of $X$ is expected to be symmetric with mean $\mu=0$ and standard deviation $\sigma_{E s t}=1$ if the estimated $P\left(k_{\perp}, k_{\|}\right)$are completely due to uncorrelated Gaussian random noise in the measured visibilities. Figure 5 of Paper II shows the histogram of $X$ prior to foreground subtraction considering only the ( $k_{\perp}, k_{\|}$) modes within the ' $21-\mathrm{cm}$ window' (TW). This was found to be largely symmetric around $\mu=0.61$ but with $\sigma_{E s t}=4.77$. The small, positive mean $(\mu>0)$ was interpreted as indicating the presence of some low-level foreground leakage into the TW, whereas the relatively large $\sigma_{E s t}$ indicates that the actual $\delta P_{N}\left(k_{\perp}, k_{\|}\right)$are larger than those expected from system noise alone. As noted in Paper II, possible sources for this excess noise include artefacts due to imperfect calibration, lowlevel residual RFIs, inaccuracy in point source removal, and various other factors which are not well known at present (Mertens et al. 2020; Gan et al. 2022). As mentioned earlier, we have scaled up the predictions from the system noise-only simulations by the factor $\sigma_{E s t}=4.77$ to account for this excess noise. It is important to note that this scaling factor plays a crucial role in interpreting the statistical significance of the results presented here and also in Paper II as most of the PS measurements would be well above (or below) the expected noise level if this scaling were not applied.

Figure 6 of this paper shows the histogram of $X$ after foreground subtraction using PF (left) and GPR (right) considering all the available $\left(k_{\perp}, k_{\|}\right)$modes. Note that in addition to the scaled system noise, $\delta P_{N}\left(k_{\perp}, k_{\|}\right)$now also has a contribution from the uncertainties in foreground modelling. We find $\mu=0.21$ and $\sigma_{E s t}=1.1$ for PF and
$\mu=0.13$ and $\sigma_{E s t}=1.04$ for GPR, whereas ideally we expect $\mu=0$ if the foregrounds have been perfectly subtracted and $\sigma_{E s t}=1$ if our predictions for the expected statistical fluctuations are correct. The small, positive value of $\mu$ indicates that some low-level foregrounds possibly still remain in the residuals. However, note that in both cases the value of $\mu$ is smaller compared to that before foreground subtraction. This indicates an overall reduction in the level of foreground contamination for $21-\mathrm{cm}$ signal estimation as compared to Paper II. The fact that we obtain $\sigma_{E s t} \approx 1$ for both PF and GPR roughly validates our error predictions including our treatment of the uncertainties due to foreground modelling.

For both PF and GPR, we see that the probability density function (PDF) of $X$ is largely symmetric around a small positive mean value. We find that the bulk ( $\sim 90-95 \%$ ) of the $X$ values lie in the central region $|X| \leq 2$. We find a few samples ( $\sim 1 \%$ ) at larger values of $X$ (e.g. $X>4$ ), which are trace amounts of unsubtracted residual foregrounds and can be considered outliers of the distribution. The fact that we do not see any significant outliers indicates that foregrounds have largely been subtracted from the data. Similar to Paper II, we find that PDFs are not well described by a Gaussian, whereas a Lorentzian distribution (also known as Cauchy distribution) represents the statistics better. The magenta dashed lines in Figure 6 show the best-fit Lorentzian PDFs
$\rho(x)=\frac{1}{\pi \gamma}\left[\frac{\gamma^{2}}{\left(x-x_{0}\right)^{2}+x_{0}^{2}}\right]$
with $x_{0}$ and $\gamma$ respectively denoting the peak location and the spread (half-width at half-maximum) of the distribution. We find $x_{0}=0.08$ and $\gamma=0.30$ for PF, and $x_{0}=0.06$ and $\gamma=0.26$ for GPR. Figure 6 also shows the cumulative distribution function (CDF) of $X$, along with the CDF predicted by the best-fit Lorentzian distribution. We see that for both the foreground subtraction methods, the CDF of $X$ and the corresponding best-fit Lorentzian CDF are in close agreement.


Figure 6. This shows the probability density function (PDF; green vertical bars ) and the cumulative distribution function (CDF; red solid line) for $X=$ $\frac{P\left(k_{\perp}, k_{\|}\right)}{\delta P_{N}\left(k_{\perp}, k_{\|}\right)}$. Lorentzian fits of the PDF and the CDF are shown by the magenta and black dashed lines respectively. The orange and violet vertical lines show the first and the third quartile of the best-fit Lorentzian distribution. The mean $(\mu)$ and the standard deviation $(\sigma)$ of $X$ are annotated.

The quantity of our interest is the statistical uncertainties in the estimated $P\left(k_{\perp}, k_{\|}\right)$. We have found that $X$ is well represented by a Lorentzian distribution, but it is not guaranteed that the statistical fluctuations in the estimated $P\left(k_{\perp}, k_{\|}\right)$will also be described by the same. Wilensky et al. (2023) recently found that this is likely to follow a Laplacian distribution, and converge to a Gaussian in most situations. We also note that the standard deviation is ill-defined for the Lorentzian distribution in our analysis. Considering this uncertainty, we have followed the standard practice of quoting the $2 \sigma$ error bars throughout the analysis. However, it is questionable if these error bars actually represent the $95 \%$ confidence intervals.

Following Paper II, for the subsequent analysis we have further scaled the error estimates with $\sigma_{E s t}$. Note that this additional scaling leads to a very small increase in the error bars as $\sigma_{E s t} \approx 1$ for both PF and GPR.

## 5 THE SPHERICAL PS

We can think of the foreground subtracted residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ in terms of two components
$\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{res}}=\left[C_{\ell}(\Delta v)\right]_{T}+\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{R}$.
Here $\left[C_{\ell}(\Delta v)\right]_{T}$ is the spatially isotropic $21-\mathrm{cm}$ signal and $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{R}$ refers to the anisotropic components of $C_{\boldsymbol{\ell}}(\Delta v)$ which is ideally expected to be within the noise level. Un-subtracted foregrounds, if present, will also contribute to $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{R}$.

Here the $21-\mathrm{cm}$ signal is modelled as
$\left[C_{\ell_{a}}\left(\Delta v_{n}\right)\right]_{T}=\sum_{i} B_{i}(a, n)\left[P\left(k_{i}\right)\right]_{T}$
where $\left[P\left(k_{i}\right)\right]_{T}$ refers to the value of the spherical $21-\mathrm{cm}$ PS in the $i$-th bin and $B_{i}(a, n)=\sum_{m} A_{n m}$ is summed over the $\left(k_{\perp a}, k_{\| m}\right)$ modes within this bin. We have applied a maximum likelihood estimator (MLE; Paper II ) to directly determine PS $P(k)$ from the measured $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$.


Figure 7. The mean squared brightness temperature fluctuations $\Delta^{2}(k)$ and the associated $2 \sigma$ errors are shown. The red and blue squares show the values obtained in this work using PF and GPR, respectively. The green crosses (X) indicate negative values. The light-blue (dashed), orange (solid) and black (dotted) curves present the results of Paper I, Paper II and Ch21 respectively.

We have used all the available $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ values to obtain the the model parameters $P(k)$ at 6 spherical $k$ bins spanning the range $0.247<k<9.931 \mathrm{Mpc}^{-1}$. We find that the goodness-of-fit parameter (reduced- $\chi^{2}$ ) has a value of 1.14 with 629 degrees of freedom. Although this is a slightly poor fit for $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{res}}$, we have used the best fit $P(k)$ values to calculate the mean squared brightness temperature $\Delta^{2}(k) \equiv k^{3} P(k) / 2 \pi^{2}$. The red and blue curves in Figure 7 show | $\Delta^{2}(k) \mid$ along with the corresponding $2 \sigma$ error bars for PF and GPR respectively. Note that we have marked the negative $\Delta^{2}(k)$

Table 1. The mean squared brightness temperature fluctuations $\Delta^{2}(k)$, their errors $\sigma$, signal-to-noise ratio (SNR), $2 \sigma$ upper limits $\Delta_{\mathrm{UL}}^{2}(k)=\Delta^{2}(k)+$ $2 \sigma$ and $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}}$ values are tabulated for PF .

| $k$ <br> $\mathrm{Mpc}^{-1}$ | $\Delta^{2}(k)$ <br> $\mathrm{mK}^{2}$ | $1 \sigma$ <br> $\mathrm{mK}^{2}$ | SNR | $\Delta_{\mathrm{UL}}^{2}(k)$ <br> $\mathrm{mK}^{2}$ | $\left[\Omega_{\left.\mathrm{HI}_{\mathrm{I}} b_{\mathrm{HI}}\right] \mathrm{UL}}\right.$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.247 | $-(16.50)^{2}$ | $(12.78)^{2}$ | -1.67 | $(18.07)^{2}$ | 0.036 |
| 0.517 | $(37.20)^{2}$ | $(17.21)^{2}$ | 4.67 | $(44.46)^{2}$ | 0.064 |
| 1.082 | $(66.35)^{2}$ | $(32.26)^{2}$ | 4.23 | $(80.52)^{2}$ | 0.089 |
| 2.266 | $(163.84)^{2}$ | $(84.59)^{2}$ | 3.75 | $(202.86)^{2}$ | 0.180 |
| 4.744 | $(91.06)^{2}$ | $(226.59)^{2}$ | 0.16 | $(333.14)^{2}$ | 0.245 |
| 9.931 | $(820.54)^{2}$ | $(626.28)^{2}$ | 1.72 | $(1207.37)^{2}$ | 0.759 |

Table 2. Same as Table 2 but for GPR.

| $k$ <br> $\mathrm{Mpc}^{-1}$ | $\Delta^{2}(k)$ <br> $\mathrm{mK}^{2}$ | $1 \sigma$ <br> $\mathrm{mK}^{2}$ | SNR | $\Delta_{\mathrm{UL}}^{2}(k)$ <br> $\mathrm{mK}^{2}$ | $\left[\Omega_{\left.\mathrm{H}_{\mathrm{I}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}}}\right.$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.296 | $(10.72)^{2}$ | $(15.61)^{2}$ | 0.47 | $(24.54)^{2}$ | 0.045 |
| 0.600 | $(31.68)^{2}$ | $(24.71)^{2}$ | 1.64 | $(47.17)^{2}$ | 0.064 |
| 1.215 | $(120.66)^{2}$ | $(54.65)^{2}$ | 4.87 | $(143.29)^{2}$ | 0.153 |
| 2.461 | $-(92.83)^{2}$ | $(128.75)^{2}$ | -0.52 | $(182.08)^{2}$ | 0.158 |
| 4.985 | $(181.84)^{2}$ | $(353.91)^{2}$ | 0.26 | $(532.51)^{2}$ | 0.387 |
| 10.098 | $(334.80)^{2}$ | $(741.99)^{2}$ | 0.20 | $(1101.45)^{2}$ | 0.681 |

values with a (green) cross (X). Considering PF, we see that the $\Delta^{2}(k)$ values (red squares) are positive in all the $k$ bins except the first $k \operatorname{bin}\left(k=0.247 \mathrm{Mpc}^{-1}\right)$. For GPR, $\Delta^{2}(k)$ is found to be negative in the fourth bin $\left(k=2.461 \mathrm{Mpc}^{-1}\right)$. While we expect $\Delta^{2}(k)$ for the $21-\mathrm{cm}$ signal to be positive, the values inferred from observations can be negative due to statistical fluctuations. We see that the negative $\Delta^{2}(k)$ values are all within $0 \pm 2 \sigma$, and we interpret these measurements as being consistent with zero with the negative values arising from statistical fluctuations. The values of $\Delta^{2}(k), \sigma$ and the SNR $\left(=\Delta^{2}(k) / \sigma\right)$ at different $k$-bins are presented in Tables 1 and 2 for PF and GPR respectively. Note that the correction due to signal loss, which we will discuss shortly, is considered for all the values quoted here. The $2 \sigma$ upper limits $\Delta_{\mathrm{UL}}^{2}(k)=\Delta^{2}(k)+2 \sigma$ obtained from the two methods are also presented in their corresponding tables. Note that for the negative $\Delta^{2}(k)$ values, we have conservatively taken $\Delta^{2}(k)=0$ and quoted the $2 \sigma$ values as the upper limits. The tightest constraint is found to be $\Delta_{\mathrm{UL}}^{2}(k) \leq(18.07)^{2} \mathrm{mK}^{2}$ at $k=0.247 \mathrm{Mpc}^{-1}$ from PF.

The results obtained from previous works with the same observational data are also shown in Figure 7. Paper I (blue-dashed) used the Total TGE whereas Paper II (solid orange) has used the Cross TGE which was also adopted for the present work. We also present the results from Ch21 (black dotted line) who have estimated the $21-\mathrm{cm}$ PS in delay space using an 8 MHz bandwidth data taken from the same observations at $v_{c}=445 \mathrm{MHz}(\mathrm{z}=2.19)$. All of these works have used foreground avoidance and the PS estimates are restricted to $k>0.35,0.80$ and $1 \mathrm{Mpc}^{-1}$ respectively due to the presence of the foreground wedge.

In the present analysis we are able to foray deeper into the small $k$ range extending up to $k=0.247 \mathrm{Mpc}^{-1}$. While our results are consistent with the earlier estimates of Paper II and Ch21 at larger $k$ where there is an overlap, we obtain a tighter upper limit of $\Delta_{\mathrm{UL}}^{2}(k) \leq(18.07)^{2} \mathrm{mK}^{2}$ at the smallest $k$ bin of $k=0.247 \mathrm{Mpc}^{-1}$. Note that a comparison of all the upper limits obtained from the same observation is presented in Table 3.

Table 3. The upper limits from $21-\mathrm{cm}$ IM experiments using this uGMRT Band 3 data. The $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\text {UL }}$ values quoted inside the parentheses (...) are obtained when a single, $k$-independent, value of [ $\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}$ ] is directly constrained from $C_{\ell}(\Delta v)$ (Section 6).

| Works | $z$ | k <br> $\mathrm{Mpc}^{-1}$ | $\left[\Delta^{2}(k)\right]_{\mathrm{UL}}$ <br> $\mathrm{mK}^{2}$ | $\left[\Omega_{\mathrm{HI}^{\prime}} b_{\mathrm{HI}^{\prime}}\right]_{\mathrm{UL}}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 1.96 | 0.99 | $(58.57)^{2}$ | 0.09 |
| Ch21 | 2.19 | 0.97 | $(61.49)^{2}$ | 0.11 |
|  | 2.62 | 0.95 | $(60.89)^{2}$ | 0.12 |
|  | 3.58 | 0.99 | $(105.85)^{2}$ | 0.24 |
| Paper I | 2.28 | 0.35 | $(133.97)^{2}$ | 0.23 |
| Paper II | 2.28 | 0.80 | $(58.67)^{2}$ | $0.072(0.061)$ |
| Present work |  |  |  |  |
| PF | 2.28 | 0.25 | $(18.07)^{2}$ | $0.036(\mathbf{0 . 0 2 2 )}$ |
| GPR |  | 0.30 | $(24.54)^{2}$ | $0.045(\mathbf{0 . 0 3 1 )}$ |



Figure 8. Correction in the spherical PS $P(k)$ to take into account the signal loss due to the foreground removal algorithms. The red line shows the predicted $21-\mathrm{cm}$ PS, whereas the blue and green lines show the loss-corrected $21-\mathrm{cm}$ PS from PF and GPR, respectively.

The results presented above have all been corrected for possible $21-\mathrm{cm}$ signal loss due to foreground subtraction. To estimate the correction factor we have calculated the spherically binned PS using both $\left[C_{\ell}(\Delta v)\right]_{T}$ (equation 5) and $\left[C_{\ell}(\Delta v)\right]_{T C}$ (equation 11). The analysis has been done identical to the analysis of the measured $C_{\boldsymbol{\ell}}(\Delta v)$. Figure 8 shows $[P(k)]_{T}$ and $[P(k)]_{T C}$ estimated from $\left[C_{\ell}(\Delta v)\right]_{T}$ and $\left[C_{\ell}(\Delta v)\right]_{T C}$ respectively. We have multiplied the estimated $\Delta_{\mathrm{UL}}^{2}(k)$ at each $k$ bin with the corresponding correction factor $[P(k)]_{T} /[P(k)]_{T C}$ to account for the signal loss. We see that the correction factor is very close to unity for all the $k$ bins expect for the smallest two bins. Considering PF (GPR), the correction factor has values $\sim 3.0(\sim 2.2)$ and $\sim 1.5(\sim 1.5)$ for the first two $k$ bins respectively. The rather large signal loss in the lowest $k$-bin can be attributed to the fact that we have used $[\Delta v]_{0.4}$ for Set I which has the smallest $k_{\perp}$ modes.

The upper limits on $\Delta^{2}(k)$ allow us to constrain the cosmological $\mathrm{H}_{\mathrm{I}}$ abundance parameter [ $\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}$ ]. The assumption that the $\mathrm{H}_{\mathrm{I}}$ distribution traces the underlying matter distribution allows us to express $P_{T}(\mathbf{k})$ in terms of $P_{m}^{S}(\mathbf{k})$ the matter PS in redshift space through the relation (equation 17 of Paper II)
$P_{T}(\mathbf{k})=\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2} \bar{T}^{2} P_{m}^{s}(\mathbf{k})$

Table 4. The upper limits on $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]$ from PF.

| Set | $\ell$-range | $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{1}}\right]^{2}$ <br> $\times 10^{-4}$ | SNR | $\left[\Omega_{\left.\mathrm{H}_{1} b_{\mathrm{H}_{-}}\right]} \times 10^{-2}\right.$ |
| :---: | :---: | :---: | :---: | :---: |
| I | $<2000$ | $-3.13 \pm 2.53$ | -1.24 | 2.249 |
| II | $2000-4000$ | $6.33 \pm 4.49$ | 1.41 | 3.913 |
| III | $>4000$ | $44.67 \pm 12.87$ | 3.47 | 8.391 |
| Combined | $<6300$ | $0.44 \pm 2.17$ | 0.20 | $\mathbf{2 . 1 8 7}$ |

Table 5. The upper limits on [ $\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}$ ] from GPR.

| Set | $\ell$-range | $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{1}}\right]^{2}$ <br> $\times 10^{-4}$ | SNR | $\left[\begin{array}{l}{\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{H}}}\right]_{\mathrm{UL}}} \\ \times 10^{-2}\end{array}\right.$ <br> I <br> II <br> III$2000-4000$ |
| :---: | :---: | :---: | :---: | :---: |
| Combined | $<4000$ | $-3.55 \pm 5.46$ | 0.65 | 3.805 |
| C6300 | $12.67 \pm 16.50$ | -0.54 | 3.641 |  |

with the mean brightness temperature $\bar{T}$ given in equation (6). Using the estimated $\Delta_{\mathrm{UL}}^{2}(k)$ values we place $2 \sigma$ upper limits $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}}$ which are also presented in Tables 1 and 2. The best constraint is obtained using PF where we find $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 0.036$ from the first $\operatorname{bin} k=0.247 \mathrm{Mpc}^{-1}$.

## 6 CONSTRAINING [ $\Omega_{\mathbf{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}$ ]

Here we use the foreground subtracted residuals $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ to directly measure $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]$ without estimating the spherical PS $P(k)$. A similar approach was taken in Paper II (Section 6) in the context of foreground avoidance. The idea here is to use the full available information to find the maximum likelihood solution for the only parameter $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}$. We have modelled $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ using equation (22), and quantify the $21-\mathrm{cm}$ signal $\left[C_{\ell}(\Delta v)\right]_{T}$ using equation (5). The formalism allows us to parameterize the entire $21-\mathrm{cm}$ signal with the parameter $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}$ which we estimate by the MLE. We have used $\left[C_{\ell}(\Delta v)\right]_{T C}$ instead of $\left[C_{\ell}(\Delta v)\right]_{T}$ as the model 21-cm signal to account for the signal loss.

As mentioned in Section 3.5, we have divided the measured $C_{\boldsymbol{\ell}}(\Delta v)$ into three sets. We have applied the MLE on the $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ values from the individual sets to constrain $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}$ for which the results for PF are presented in Table 4. Here Set I yields a tight constraint where we have $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}=-3.13 \times 10^{-4} \pm 2.53 \times 10^{-4}$ with the corresponding upper limit $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 2.25 \times 10^{-2}$ at $2 \sigma$ level. Note that while calculating the upper limit we have conservatively set $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}$ to zero when it is negative. We note that Set II also yields a considerably tight upper limit $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq$ $3.91 \times 10^{-2}$ on the $\mathrm{H}_{\mathrm{I}}$ abundance. Set III, however, gives a relatively poor constraint $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 8.39 \times 10^{-2}$. This weak upper limit from Set III can be attributed to larger noise and residual foregrounds in these $C_{\boldsymbol{\ell}}(\Delta v)$ values. We have also combined $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ for all the three sets to maximize the SNR and constrain $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}$. We find $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}=4.4 \times 10^{-5} \pm 2.17 \times 10^{-4}$, which yields the tightest constraint $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right.$ ] UL $\leq 2.19 \times 10^{-2}$ on the upper limit. The best-fit values obtained from the combined set are also presented in Table 4.

The results from GPR are presented in Table 5. Here the constraints from Set II are better than those from Sets I and III, while the tightest limit from GPR $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 3.09 \times 10^{-2}$ is obtained by
combining all three sets. Comparing Tables 4 and 5, we see that GPR preforms better than PF for Sets II and III, whereas PF yields tighter constraints for Set I and when all the sets are combined. Further, we also find that the SNR values are always smaller for GPR for which all the $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]^{2}$ are within $0 \pm \sigma$.

## 7 SUMMARY AND CONCLUSIONS

This is the third in a series of papers which focus on $21-\mathrm{cm}$ IM considering uGMRT data centred at 432.8 MHz which corresponds to $z=2.28$. The data analyzed here is described in Section 2, and also our earlier work Paper I. In the present work we have used the MAPS $C_{\ell}(\Delta v)$ estimated in Paper II using the 'Cross' TGE which uses the cross-correlation of the RR and LL polarizations. This has the advantage of naturally avoiding the noise bias and other systematics which are uncorrelated between the two polarizations. While both of our earlier works used foreground avoidance, the present work implements foreground removal which does away with the foreground wedge allowing us to use the entire ( $k_{\perp}, k_{\|}$) plane for estimating the 21-cm PS.

The foregrounds generally exhibit a smooth spectral behaviour, and the contribution to the measured $C_{\ell}(\Delta v)$ is expected to remain correlated even at large $\Delta v$. In contrast, the predicted $21-\mathrm{cm}$ signal $\left[C_{\ell}(\Delta v)\right]_{T}$ decorrelates rapidly with increasing $\Delta v$, and is close to zero beyond a characteristic frequency scale $\Delta v>[\Delta v]$. We find $[\Delta v] \sim 0.5-1.0 \mathrm{MHz}$ for most of the $\ell$ range considered here (Figure 1).

Here we have considered two different approaches for foreground modelling and subtraction, the first being polynomial fitting ( PF ) and the second being Gaussian Process Regression (GPR). For both, we have used the range $\Delta v>[\Delta v]$ to estimate the foreground contribution to $C_{\boldsymbol{\ell}}(\Delta v)$.In PF this is modelled as an even polynomial in $\Delta v$. The values of $[\Delta v]$ and the polynomial order are different for each $\boldsymbol{\ell}$, and the details are presented in Section 3.3. For GPR, the details of foreground modelling are presented in Section 3.4. For both PF and GPR, we have extrapolated the foreground model predictions to the range $\Delta v \leq[\Delta v]$, and subtracted out the foreground predictions from $C_{\boldsymbol{\ell}}(\Delta v)$. We have used the residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$, after foreground subtraction, in the range $\Delta v \leq[\Delta v]$ to constrain the $21-\mathrm{cm}$ signal. The foreground subtraction introduces a loss in the $21-\mathrm{cm}$ signal, which we have corrected for in the quantitative results presented in this work. The cylindrical PS $P\left(k_{\perp}, k_{\|}\right)$, estimated from $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$, appears to be largely free of foreground contribution, and there is no indication of the foreground wedge (Figure 5). The noise statistics, quantified by $X$ (equation 20), are well described by a Lorentzian distribution which is largely symmetric around $X=0$. The distribution of $X$ does not exhibit any large outliers, both positive or negative, indicating that the estimated PS is free of systematics.

The residual $\left[C_{\ell}(\Delta v)\right]_{\text {res }}$ has been used to estimate the spherical PS $P(k)$ using MLE which utilizes the statistical isotropy of the expected $21-\mathrm{cm}$ signal (Section 5). The estimated $\Delta^{2}(k)$ exhibits values of both sign, however the negative values are within $0 \pm 2 \sigma$ and we interpret these as arising from statistical fluctuations. We have found that the $\left|\Delta^{2}(k)\right|$ values and their uncertainties increase monotonically with increasing $k$. The results from PF and GPR are presented in Tables 1 and 2 respectively. Our best result $\Delta_{\mathrm{UL}}^{2}(k) \leq$ $(18.07)^{2} \mathrm{mK}^{2}$ comes from PF at the smallest $k$ bin $k=0.247 \mathrm{Mpc}^{-1}$. This upper limit corresponds to $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 0.036$. Considering GPR, the corresponding values are $\Delta_{\mathrm{UL}}^{2}(k) \leq(24.54)^{2} \mathrm{mK}^{2}$ and $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 0.045$ at $k=0.296 \mathrm{Mpc}^{-1}$ which is the smallest $k$ bin for GPR. Although the best upper limit comes from PF, we
find that overall the $\Delta_{\mathrm{UL}}^{2}(k)$ values from PF and GPR are quite comparable (Figure 7).

In a different approach, we have combined the estimated $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ to directly constrain the single parameter $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]$ (Section 6), for which the results for PF and GPR are presented in Tables 4 and 5 respectively. We see that PF provides the best upper limits. Considering a particular subset of the $\ell$ grids (Set I), we can place a tight upper limit $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 2.25 \times 10^{-2}$. It may however be noted that this particular limit incorporates a large correction factor to account for the $21-\mathrm{cm}$ signal loss due to foreground subtraction. The $\Delta v$ range used for estimating and extrapolating the foreground models is also different from that used for the other sets. The tightest upper limit $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 2.19 \times 10^{-2}$, however, is obtained when we combine the entire $\ell$ grid (Sets 1, II and III). This limit is a factor of 3 improvement over the earlier works which have used foreground avoidance. A comparison of the upper limits obtained from this uGMRT Band 3 observation is presented in Table 3.

While we have removed the foregrounds to a large extent, we still have not detected the $21-\mathrm{cm}$ signal due to noise. On a positive note, we have put tight constraints on the upper limit of the $21-\mathrm{cm}$ IM signal. Several different studies, both observational (e.g. Rhee et al. 2018; Chowdhury et al. 2020; Ho et al. 2021; Amiri et al. 2023; Cunnington et al. 2023a) and theoretical (e.g. Padmanabhan et al. 2015; Sarkar et al. 2016) indicate that $\left[\Omega_{\mathrm{H}_{1}} b_{\mathrm{H}_{\mathrm{I}}}\right] \sim 10^{-3}$ for the redshift we have considered here. Our present upper limits on $\left[\Omega_{\mathrm{H}_{\mathrm{I}}} b_{\mathrm{H}_{\mathrm{I}}}\right]_{\mathrm{UL}} \leq 0.022$ is $\sim 10$ times larger than currently estimated values. However, this upper limit is nearly 3 times tighter over previous IM measurements at this redshift.
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Figure A1. For Set I, the blue solid lines show the measured $C_{\boldsymbol{\ell}}(\Delta v)$ with $2 \sigma$ uncertainties (grey shaded region) expected from scaled system noise. The red dashed lines and the associated error bars show the best-fit foreground models for PF and their $2 \sigma$ uncertainties. The value of $\boldsymbol{\ell}$ and $n$ (used for foreground modelling) are mentioned in the respective panels. The vertical blue dashed lines show $[\Delta \nu]_{0.4}$.

Visbal E., Loeb A., Wyithe S., 2009, J. Cosmology Astropart. Phys., 2009, 030
Wilensky M. J., Brown J., Hazelton B. J., 2023, MNRAS, 521, 5191
Williams C., Rasmussen C., 1996, in Advances in neural information processing systems 8. MIT Press, Cambridge, MA, USA, pp 514-520
Wolfe A. M., Lanzetta K. M., Foltz C. B., Chaffee F. H., 1995, ApJ, 454, 698
Wolz L., et al., 2021, MNRAS, 510, 3495
Wyithe J. S. B., Loeb A., Geil P. M., 2008, MNRAS, 383, 1195
Zafar T., Péroux C., Popping A., Milliard B., Deharveng J. M., Frank S., 2013, A\&A, 556, A141
Zaldarriaga M., Furlanetto S. R., Hernquist L., 2004, ApJ, 608, 622

## APPENDIX A: RESULTS: SET I, II AND III

This appendix contains figures showing the measured $C_{\boldsymbol{\ell}}(\Delta v)$ along with the respective foreground models $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\mathrm{FG}}$ for all the unflagged $\ell$ grid points which were used to constrain the 21-cm signal. The corresponding residuals $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ after foreground subtraction are shown in separate figures. As mentioned in Section 3.5, we have divided the measured $C_{\ell}(\Delta v)$ into three sets, $\ell<2000$ (Set I), $2000<\ell<4000$ (Set II) and $\ell>4000$ (Set III), and analysed these separately. Considering PF, Figures (A1, A2), (A3, A4) and (A5, A6) show the results for Sets I, II and III respectively. The results for GPR from all three sets are shown together in Figures (A7, A8).
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Figure A2. For Set I , the residual $\left[C_{\boldsymbol{\ell}}(\Delta v)\right]_{\text {res }}$ in the range $\Delta v \leq[\Delta v]_{0.4}$ with the $2 \sigma$ error bars (combining the noise and fitting errors), for the $\ell$ quoted in the panel. quoted in panel.


Figure A3. Same as Figure A1 but for Set II. Here the vertical black dashed line shows $[\Delta v]_{0.1}$.


Figure A4. Same as Figure A2 but for Set II considering the range $\Delta v \leq$ $[\Delta v]_{0.1}$


Figure A5. Same as Figure A1 but for Set III. Here the vertical black dashed line shows $[\Delta v]_{0.1}$.


Figure A6. Same as Figure A2 but for Set III considering the range $\Delta v \leq$ $[\Delta v]_{0.1}$.


Figure A7. Same as Figure A1 but for GPR and for all the sets. Here the vertical blue dashed lines show $[\Delta v]_{0.4}$ in the first two panels which correspond to $\ell=759$ and 1187, and the vertical black dashed lines show $[\Delta v]_{0.1}$ in all the other panels.


Figure A8. Same as Figure A2 but for GPR (Figure A7).
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