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Functional regulation of an intrinsically disordered
protein via a conformationally excited state
Kulkarni Madhurima1, Bodhisatwa Nandi1, SnehaMunshi2†, Athi N. Naganathan2, Ashok Sekhar1*

A longstanding goal in the field of intrinsically disordered proteins (IDPs) is to characterize their structural het-
erogeneity and pinpoint the role of this heterogeneity in IDP function. Here, we use multinuclear chemical ex-
change saturation (CEST) nuclear magnetic resonance to determine the structure of a thermally accessible
globally folded excited state in equilibrium with the intrinsically disordered native ensemble of a bacterial tran-
scriptional regulator CytR. We further provide evidence from double resonance CEST experiments that the
excited state, which structurally resembles the DNA-bound form of cytidine repressor (CytR), recognizes DNA
by means of a “folding-before-binding” conformational selection pathway. The disorder-to-order regulatory
switch in DNA recognition by natively disordered CytR therefore operates through a dynamical variant of the
lock-and-key mechanism where the structurally complementary conformation is transiently accessed via
thermal fluctuations.
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INTRODUCTION
Between 16 and 45% of bacterial and over 50% of eukaryotic pro-
teins contain long intrinsically disordered protein regions (IDPs),
which do not have stable structure in isolation but instead exist as
a heterogeneous ensemble of interconverting conformations (1).
The structural plasticity of IDPs makes them particularly suited
for participating in signal transduction cascades and regulatory net-
works, and disorder is prevalently found in kinases, transcription
factors, and nucleic acid–binding proteins (2, 3). The amino acid
sequences of IDPs are simpler than sequences of folded proteins
and are characterized by low complexity coupled with a biased
amino acid composition (1). While small (Gly and Ser) and
charged amino acids (Lys, Arg, Asp, and Glu) are enriched in
IDPs, there is a simultaneous depletion of large aliphatic (Leu, Ile,
and Val) and aromatic (Phe, Tyr, and Trp) hydrophobic residues
which promote order and folding (3). The conformational tenden-
cies of an IDP are largely dictated by its amino acid sequence, and
the conformational free energy surfaces of IDPs are believed to be
flat and lacking pronounced minima (4–6).

Despite being unable to fold spontaneously into stable three-di-
mensional (3D) structures, IDPs have evolved distinctive mecha-
nisms for performing their function. IDPs frequently undergo
disorder-to-order transitions that result from interactions with
binding partners (7, 8) or as a consequence of posttranslational
modifications (9). In addition, disordered regions have been
shown to nucleate liquid-liquid phase separation (10–12), thereby
creating dynamic membrane-less organelles for compartmentaliz-
ing the localization and function of cellular components. The fun-
damental motif underlying IDP function is biomolecular
recognition, which is enabled by the weak, multivalent, and often
promiscuous interactions of IDPs with themselves and with other
physiological binding partners (12, 13).

A central challenge in IDP biophysics has been the difficulty in
obtaining an atomic-resolution description of the mechanisms of
interaction between IDPs and their partner proteins. When recog-
nition involves a disorder-to-order transition, the widely accepted
mechanism of recognition is the folding-upon-binding pathway
(14, 15), where transient encounter complexes stabilized by native
or non-native interactions between IDPs and their partners mature
into the final protein-protein or protein–nucleic acid complex
without dissociation of the IDP from its binding partner (16–18).
This pathway requires no prior folding of the IDP (19), and while
IDPs have been known to have small amounts of preformed second-
ary structure (20), such residual structure is not required for binding
(21) and often has to unfold before the binding event (17).

Here, we dissect the DNA binding mechanism of the natively
disordered N-terminal domain of the cytidine repressor (CytR), be-
longing to the lactose repressor (LacR) family of transcriptional reg-
ulators. CytR undergoes a disorder-to-order transition in the
presence of DNA and is folded in the DNA-bound state. We
show using multinuclear chemical exchange saturation transfer
(CEST) nuclear magnetic resonance (NMR) that the DNA
binding domain (DBD) of CytR transiently populates a globally
folded conformationally excited state. We use chemical shifts and
residual dipolar couplings (RDCs) to determine the structure of
the excited state, which is a well-organized three-helix bundle con-
taining a helix-turn-helix (HTH) DNA recognition motif. We then
use the recently developed multifrequency irradiation Double Res-
onance DANTE-CEST (DRD-CEST) to demonstrate an unconven-
tional mode of IDP functional regulation, in which the excited state
alone binds DNA through a folding-before-binding conformational
selection (CS) mechanism.

RESULTS
CytRN is an intrinsically disordered DBD
The Escherichia coli CytR (22) is a member of the LacR family of
transcriptional repressors (23, 24). It is 341 amino acids long and
consists of a 66-residue N-terminal DBD (referred to as CytRN), fol-
lowed by a C-terminal region responsible for binding cytidine as
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well as dimerization (25). While the DBDs of members of the LacR
family including LacR, FruR, and PurR fold into stable 3D struc-
tures in the absence of DNA (26–28), sequence-specific disorder
prediction algorithms PONDR (29, 30) and IUPRED (31) classify
CytRN as an IDP (fig. S1A). CytRN has higher mean net charge
and lower hydrophobicity than its family members that places it
in the disordered region of the Uversky charge-hydropathy plot
(Fig. 1A). In addition, CytRN is depleted in hydrophobic residues
that promote ordering and is instead rich in Ala and Lys, which
are abundant in disordered proteins (fig. S1B). Figure 1B shows
the 1H-15N heteronuclear single-quantum coherence (HSQC) spec-
trum of CytRN in its native state. The backbone amide resonances of
CytRN are dispersed over a narrow chemical shift range between 7.9
and 8.8 ppm in the 1H dimension, and backbone (1HN, 15N, 13C′,
13Cα, 13Cβ, and 1Hα) chemical shifts correlate well with random
coil values (fig. S2A), confirming that CytRN is intrinsically disor-
dered. Residue-specific secondary structure propensity (SSP) (32)
scores, calculated using backbone chemical shifts, indicate that
native CytRN does not adopt stable secondary structure, although
it has up to ~30% residual helicity in regions of the protein that

form helices in the DNA-bound conformation (Fig. 1C) (33).
This conclusion is consistent with residue-specific patterns in
13Cα and 13C′ secondary chemical shifts that suggest the presence
of a low degree of helical content between residues M12-K18 and
K35-E45 within an overall disordered ensemble (fig. S2B).

To determine whether native CytRN is unable to fold because of
unsatisfied interactions with the C-terminal domain that are absent
in the truncated version, we acquired a 1H-15N HSQC spectrum of
full-length CytR which exists as a dimer of 38-kDa protomers. Most
of the resonances visible in the HSQC spectrum of CytR (Fig. 1D,
black contours) overlay very well with matching resonances from
CytRN (Fig. 1D, orange contours), indicating that the N-terminal
DBD is unstructured in full-length CytR also. Although resonances
from structured regions of the 76-kDa CytR are expected to be
broadened out in the HSQC spectrum because of slow tumbling
and large transverse relaxation rate constants, peaks from the N ter-
minus are sharp, demonstrating that CytRN behaves independently
of the rest of the protein and retains considerable local mobility in
full-length CytR. Together, NMR data confirm predictions based on

Fig. 1. CytRN is intrinsically disordered by itself and in full-length CytR. (A) Charge versus hydropathy scores show that CytRN falls in the region occupied by dis-
ordered proteins (red dots), while LacR, FruR, and PurR fall in the region of ordered proteins (blue dots). (B) The 1H-15N HSQC spectrum of CytRN. The resonance assign-
ments for each peak are indicated on the spectrum. (C) SSP of native disordered (green) and DNA-bound CytRN (red). (D) Overlay of 1H-15N HSQC spectra of CytRN (orange)
and full-length CytR (black).
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the sequence of CytRN that native CytRN is intrinsically disordered
in both the full-length and truncated versions of the protein.

CytRN transiently populates a higher free energy
excited state
Proteins are dynamic and often use thermally accessible higher free
energy conformations (referred to here as excited states) for per-
forming function (34). However, our current understanding sug-
gests that excited conformations of IDPs are markedly
destabilized with respect to the native disordered ensemble,
because the latter exists as a heterogeneous collection of microstates
with comparable energies that increases its entropy (4). Therefore,
the populations of excited states of IDPs are expected to be too low
to be detectable or functional. Nevertheless, previous fluorescence-
detected stopped-flow experiments provided evidence that CytRN
may be undergoing compaction on the millisecond time scale
(35). Hence, we next probed the slow dynamics of CytRN using
CEST (36) NMR.

CEST experiments were carried out by irradiating 15N-labeled
CytRN with a weak radiofrequency field of amplitude B1 over a
range of 15N offsets for a fixed exchange duration (Tex), “searching”
for chemical shifts of NMR spins in invisible excited states. These
can be ascertained by quantifying the intensities (I) of peaks from
the disordered state, which are graphs of the ratio of I with the cor-
responding intensity in a reference experiment where the exchange
duration is not present (I0). The fingerprint of conformational ex-
change in CEST profiles is the appearance of two or more dips, the
larger one arising from saturation of the major state and the smaller
one, from perturbations of the minor state by the B1 field which are
subsequently transferred to the major state. Since the minor dip in
intensity occurs at the chemical shift of a spin in the excited state,
CEST profiles provide an avenue for determining the chemical
shifts of “invisible” conformations (36) that cannot be detected in
routine NMR spectra.

The presence of a kinetically distinct excited state in the thermal
ensemble of CytRN can be discerned from the two dips in intensity
in 15N CEST profiles of a number of residues (Fig. 2A and fig. S3).
CEST data acquired at two B1 fields (14.7 and 28.6 Hz) for isolated
residues showing two well-separated dips were globally modeled
using the Bloch-McConnell equations. Fits of the CEST data
reveal that the population of the excited state (E) is 14 ± 5% at
287 K (table S2, error determined from values for three independent
samples, see fig. S4 and table S2 for sample-specific errors), which
places this conformation at 1.04 kcal/mol (or 1.82 kT) higher in free
energy than the native disordered form (D; Fig. 2B). The exchange
rate constant between the two states (kex,DE) is 49 ± 3 s−1, which
implies that the excited state is transiently populated with a lifetime
of 24 ± 2 ms (table S2). A global analysis of 15N CEST profiles from
39 isolated residues gave very similar values of pE and kex,DE, con-
firming that CEST data across the entire CytRN molecule report on
the formation of the same excited state (table S3). In accordance
with this conclusion, pE and kex,DE obtained from single-residue
fits cluster closely around the values extracted from a global analysis
(fig. S5), strongly suggesting that D↔E interconversion conforms to
a system in two-state exchange. Together, our data thus unequivo-
cally demonstrate that, contrary to the currently accepted notions,
IDPs can access excited conformations with millisecond lifetimes
via thermal fluctuations.

To independently assess the existence of the excited state, we ran
Carr-Purcell-Meiboom-Gill relaxation dispersion (CPMG) experi-
ments, which are known to be effective in detecting and structurally
characterizing sparsely populated conformations with millisecond
lifetimes (37). CPMG profiles are plots of the effective transverse
relaxation rate constant (R2,eff ) as a function of the frequency of
the CPMG pulse train (νCPMG), which consists of τCP - 180°- τCP
repeats. Dephasing due to conformational exchange (exchange
broadening) is quenched by the CPMG pulse train, so that micro-
millisecond time scale exchange broadening decreases with increas-
ing νCPMG. 15N CPMG profiles (fig. S6A) were acquired at two static
magnetic field strengths [16.45 T (700MHz) and 18.8 T (800MHz)]
and profiles of 16 nonoverlapping residues with Rex [=R2,eff(νCPMG =
33.3 Hz) − R2,eff(νCPMG = 1000 Hz), 800 MHz] > 3 s−1 were globally
fit to a two-state conformational exchange model. Chemical shift
differences between the disordered and excited states estimated
fromCEST and CPMG experiments match very well (fig. S6B), con-
firming that both experiments report on the same higher free energy
conformation. In addition, pE and kex,DE values obtained from this
analysis of 21 ± 1% and 47 ± 2 s−1 agree well with CEST-derived
parameters (table S2), confirming the existence of a transiently pop-
ulated excited state in equilibrium with intrinsically disor-
dered CytRN.

The conformationally excited state of CytRN can be observed as a
distinct set of resonances visible in the 1H-15N HSQC of CytRN at
low contour levels (fig. S7A). Magnetization transfer experiments
show cross-peaks between these low-intensity resonances and
peaks from natively disordered CytRN, establishing that the two
states are in millisecond time scale conformational exchange (Fig.
2C). The 1HN and 15N chemical shifts of the low-intensity resonanc-
es agree very well with the chemical shifts of the excited state mea-
sured by CEST (fig. S7, B and C), indicating that the sparsely
populated alternate conformation seen in 1H-15N correlation
spectra is the same excited state of CytRN detected in CEST profiles.
The ratio of excited to disordered peak intensities estimated from
1H-15N HSQC spectrum of CytRN gives the population of the
excited state as 12 ± 3% (fig. S7D), which agrees well with pE
values from CEST experiments. 1H-15N correlation spectra, CEST,
CPMG, and magnetization transfer data are therefore internally
consistent with each other and demonstrate the independent exis-
tence of a transiently populated excited state in equilibrium with the
disordered ensemble of CytRN.

To evaluate whether the CytRN disordered state seen at 287 K is a
cold-denatured conformation, we first acquired 1H-15N HSQC
spectra at temperatures ranging from 280 to 308 K (fig. S8A).
HSQC spectra show that CytRN remains predominantly disordered
at temperatures up to 302 K, indicating that the native disorder seen
at 287 K is not a result of cold denaturation. Minor resonances from
the CytRN excited state disappear beyond ~295 K, reflecting a desta-
bilization of the excited conformation with increasing temperature
(Fig. 2D and fig. S8, B and C). Subsequently, we used a combination
of CEST and CPMG experiments (fig. S9) to obtain precise esti-
mates of pE and kex,DE at different temperatures. The population
of the disordered state increases from 59% at 280 K to 93% at 302
K (fig. S10), clearly showing that CytRN is not cold-denatured at 287
K. pE increases from 7% at 302 K to 41% at 280 K, indicating that the
melting temperature (Tm) for the D↔E transition is below 280 K.
kex,DE values also show a substantial increase from 13 s−1 at 280 K to
248 s−1 at 302 K. The excited state populations and lifetimes match
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well with those of a compact conformation detected in temperature-
dependent stopped-flow fluorescence (fig. S10) (35), single-mole-
cule Forster resonance energy transfer experiments (38), and statis-
tical mechanical modeling (39), providing additional evidence for
the existence for a compact excited state in the CytRN ensemble.

The excited state of CytRN is globally folded
IDPs have been known to undergo local folding as well as global
disorder-to-order transitions in the presence of binding partners
or upon posttranslational modifications. To determine the extent
of structure in the excited state of CytRN, we used multinuclear
CEST profiles to extract 15N (40), 1HN (41), 13Cα (42), and 13C′
(43) chemical shifts in the excited conformation (Fig. 2E and fig.

Fig. 2. Intrinsically disordered CytRN populates a globally folded excited state. (A) 15N CEST profiles of A19, acquired at 14.7 Hz (red) and 28.6 Hz (orange). Solid lines
are global fits of the CEST data to the Bloch-McConnell equations. The dashed line shows the chemical shift position of the nucleus in the excited state. (B) Cartoon
representation of the conformational free energy surface of CytRN, showing the disordered and excited conformations observed in NMR experiments. The relative pop-
ulation of the excited state (pE) and the rate constant for its exchange with the disordered state (kex,DE) are indicated on the plot. (C) Magnetization exchange experiment
connecting peaks from the ground and excited states of CytRN. Only the diagonal (red) and cross-peaks (green) of residues with exchanging peaks resolved in both 1H and
15N dimensions remain in this spectrum. Black rectangles connect the diagonal peaks of the disordered and excited states with their respective cross-peaks and are
labeled with the corresponding residue number. (D) Overlay of HSQC spectra of CytRN at different temperatures showing changes in excited (E) or disordered (D)
peak intensities with temperature. (E) CEST profiles of the amide proton of K18 (left, magenta), alpha carbon of T23 (middle, cyan), and carbonyl carbon of A48
(right, green). The solid lines are fits to the Bloch-McConnell equations, while the dashed lines indicate the chemical shift position of the excited state dip. (F) CSPs
between the excited and ground states of CytRN, calculated as described in Materials and Methods. (G) Residue-specific squared order parameters (S2) for the
excited state (green) and DNA-bound CytRN (purple). The secondary structural elements of DNA-bound CytRN are shown at the top of the plot in (F) and (G).

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Madhurima et al., Sci. Adv. 9, eadh4591 (2023) 28 June 2023 4 of 16

D
ow

nloaded from
 https://w

w
w

.science.org at Indian Institute of Science, B
angalore on July 25, 2023



S11). 15N, 1HN, 13Cα, and 13C′ chemical shifts were obtained for 53,
50, 40, and 44 residues respectively (tables S4 and S5), providing
excellent coverage of the structural changes occurring in the entirety
of CytRN.

Since chemical shifts are extremely sensitive probes of protein
structure (44), regions of the protein experiencing large chemical
shift perturbations (CSPs) will also be the regions that display
large differences in conformation between the excited state and
the native disordered ensemble. Figure 2F shows the residue-specif-
ic CSPs in CytRN resulting from the conformational interconver-
sion. CSPs are small (<0.2 ppm) at the N (M1 to A10) and C
termini (P57 to E66) and signify that the extremities of CytRN
remain disordered in the excited state. While residues 50 to 57 in
LacR form the hinge helix when the Lac repressor is bound to op-
erator DNA (45), the corresponding region in CytR remains disor-
dered in both the excited state (Fig. 2F) and the DNA-bound state
(33), likely because of the helix-breaking Pro57 residue at position 2
of the putative hinge helix. In contrast, the rest of the protein from
T11 to Q56 undergoes sizeable changes in chemical shift upon tran-
sitioning to the excited state with an average CSP of 0.59 ± 0.25 ppm
over 44 residues, underscoring the fact that disordered native CytR
acquires a globally folded structure in the excited state. The magni-
tude of CSPs plotted on the structure of DNA-bound CytRN (fig.
S12) also illustrates that CSPs are not localized to a particular
region but are instead distributed across the entire protein sequence
from T11 to Q56.

Chemical shifts can also be used within the Random Coil Index
framework to obtain estimates of generalized squared order param-
eter (S2) values (46) that are measures of the amplitude of motion
occurring at backbone amide sites in the protein. Figure 2G shows
the residue-specific S2 values of the excited state evaluated from 15N,
1HN, 13Cα, and 13C′ chemical shift information. S2 values are high in
the interior of CytRN and range between 0.60 and 0.88, consistent
with the rigidity expected from a globally folded excited state con-
formation. On the other hand, S2 values drop to less than 0.5 for the
flexible terminal residues M1 to M12 and P57 to E66 (Fig. 2G).
Taken in conjunction with the large spectral dispersion observed
for the excited state resonances in the 1H-15N HSQC (fig. S7A),
our data suggest that CytRN adopts a rigid globally folded confor-
mation in the excited state.

The excited state is a three-helix bundle containing an
HTH motif
To elucidate the atomic-resolution structure of the excited state, we
measured 15N-1H RDCs (47, 48) as additional structural restraints
for use in a structural calculation algorithm. 15N-1H RDCs were
measured using either 15N- (49) or 1HN-CEST pulse sequences
(fig. S13). Briefly, in the 15N-CEST sequence, doublets are obtained
by removing the 90x°-240y°-90x° 1H decoupling module during the
exchange duration, and the spacing between the two components of
the doublet corresponds to the scalar coupling (1JNH) in the isotro-
pic sample (Fig. 3A, top) or the sum of 1JNH and the 15N-1H RDC in
the aligned sample (Fig. 3A, bottom). Accordingly, the difference in
doublet spacings between the two samples provides the value of the
RDC (fig. S13). On the other hand, the 1HN-CEST sequence is
already designed so that every CEST profile represents a difference
of the TROSY (HzNβ) and anti-TROSY (HzNα) CEST profiles.
Therefore, fitting each intensity dip to a difference of two Lorent-
zians directly furnishes 1JNH for data acquired on an isotropic

sample (Fig. 3B, top), or 1JNH + 15N-1H RDC (Fig. 3B, bottom) in
the case of an aligned sample (fig. S13). Simulations demonstrate
that RDCs can be obtained reliably using this procedure, provided
the magnitude of the 1HN chemical shift difference between the
ground and excited states (|ΔϖDE|) is larger than 1JNH; in our
case, fit 1JNH values match well with the inputs supplied in the sim-
ulation for |ΔϖDE| > 0.25 ppm (corresponding to 175 Hz on a 700-
MHz NMR spectrometer), so that all four dips in intensity are
clearly resolved in the 1HN CEST profile (Supplementary Text
and fig. S14).

15N-labeled CytRN was aligned either in a 6% stretched poly-
acrylamide gel (PAG; Fig 3A) (50) or in a lyotropic phase made
from bicelles containing a mixture of C8E5 and n-octanol (Fig.
3B) (51). Using a combination of the above 15N- and 1HN-CEST–
basedmethods, 15N-1H RDCs were obtained for 35 residues in PAG
and ranged from −14 to 6 Hz, while 32 RDCs varying between −29
and 18 Hz were extracted from CytRN aligned in C8E5/octanol (fig.
S15 and tables S6 and S7).

We then calculated the structure of the excited state of CytRN
using CS-Rosetta (52, 53) incorporating 119 backbone chemical
shifts and 65 15N-1H RDCs as structural restraints (Fig. 3C and Sup-
plementary Text). A well-defined funnel is observed in the energy
versus root mean square deviation (RMSD) plot, confirming that
the structure calculations have converged (fig. S16). Figure S16C
shows the final ensemble of 10 excited state structures, defined by
an all-atom RMSD of 0.84 Å and a Cα RMSD of 0.15 Å. There is
good agreement between the input chemical shifts and the chemical
shifts predicted by Sparta+ (54) for the excited state; the scatter in
the correlations is of the same order of magnitude as the prediction
accuracy of Sparta+ for each nucleus (fig. S17). Moreover, RDCs
predicted with PALES (55) using the lowest-energy structure
agree very well with the experimental RDCs and return Q values
of 0.124 and 0.091 and RMSD values of 0.87 and 1.3 Hz for PAG
and C8E5/octanol, respectively (Fig. 3D and fig. S18). Last, we also
fit the experimental chemical shift and RDC data to ensembles of
CytRN generated using Monte Carlo sampling (fig. S19) or molec-
ular dynamics simulations (fig. S20) in which the helices are allowed
to fluctuate starting from the excited state model. None of these
sampled structures agrees better with the experimental data than
the current excited state structure (Supplementary Text and figs.
S19 and S20), reinforcing that the CS-Rosetta structure of the
excited state reported here is a faithful representation of the NMR
spectroscopic data collected on the CytRN excited state.

CytRN adopts a three-helix bundle topology in the excited state,
in which helix 3 (H3) docks on to the HTHmotif formed by helices
1 (H1) and 2 (H2) (Fig. 3C). The hydrophobic core is composed of
five conserved valine residues V15, V21, V26, V36, and V44, sup-
plemented by the methyl side chains from A29 and T40 (Fig. 3E).
While T40 is conserved within the LacR family, the residue at posi-
tion 29 is occupied by a valine in FruR, PurR, and LacR (56). The
alteration of Val to Ala in CytRN causes a small cavity in the excited
state hydrophobic core (Fig. 3F), and CEST data (fig. S21) show that
the excited state of CytRN is slightly stabilized by the A29V muta-
tion, in which the larger Val side chain can fill the hydrophobic core
without generating cavities in the structure. When the core is
further strengthened by replacing the small A48 side chain with
Met (the corresponding residue in LacR) (56), there is a marked sta-
bilization of the excited state which becomes the dominant state in
A29V/A48MCytRN (pE = 78 ± 6%; fig. S22), while the population of
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Fig. 3. Structure of the CytRN excited state. 1H-15N RDCs for S22 (A) and A39 (B) obtained via the 15N CEST (A) or the 1H CEST experiment (B) on CytRN aligned in
stretched polyacrylamide gels (PAGs) (A) or in a lyotropic C8E5/octanol mixture (B). In both panels, CEST profiles in isotropic media are shown at the top for comparison.
The black dashed lines indicate the position of the in-phase (A) or “anti-phase” (B) doublets separated by 1JNH in isotropic solution. Cyan lines reflect the positions of the
same doublets in aligned media separated by 1JNH +

15N-1H RDC. (C) The three-helix bundle structure of the globally folded excited state. The amino acids marking each
helix boundary are indicated on the structure. (D) A comparison of the experimental RDCs in PAG (yellow) and C8E5/octanol (blue) with the RDCs predicted for the lowest-
energy CS-Rosetta conformer. (E and F) Different orientations of the excited state structure of CytRN shown in (C). The hydrophobic core of the ES is depicted as spheres.
The cavity formed by the smaller A29 (compared to the larger Val in other family members) is indicated by a red box in panel (F). (G) Bar plot of the predicted [gray; FoldX
(57)] and experimentally observed (orange) free energy differences between the disordered and excited states of CytRN mutants shown as differences from theWT value.
Experimental values are from global fits of CEST profiles for A29V and V44ACytRN (fig. S21 and S23) and from volumes of HSQC spectral resonances for A29V/A48M CytRN

(fig. S22). (H and J) A comparison of the structures of excited (yellow) and DNA-bound (pink) CytRN [Protein Data Bank ID: 2LCV (33)]. Leu and Val side chains are shown as
sticks. (I) Comparison of the 13Cα chemical shifts in the excited state with those in the DNA-bound conformation (BMRB ID: 17419).
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the disordered state is 22 ± 6%. 15N and 1HN chemical shifts of the
ground state of A29V/A48M CytRN match very well with the
excited state chemical shifts of wild-type (WT) CytRN (fig. S22), es-
tablishing that this double mutant undergoes population switching.
In contrast, disrupting the hydrophobic core by modifying V44 to
the smaller Ala side chain considerably destabilizes the excited state,
which disappears from the CEST profile altogether (fig. S23). The
ΔΔG0,DE values obtained from HSQC and CEST data for all three
mutants agree well with structure-based stability predictions from
FoldX (Fig. 3G) (57). Overall, the structure of the excited state
reveals that CytRN undergoes a disorder-to-order transition in the
absence of binding partners, highlighting that IDP sequences with a
high net charge and a small fraction of hydrophobic residues can
encode rigid globally structured topologies while incurring only a
small (ΔG0,DE = 1.04 kcal/mol, 287 K) free energy penalty.

There is a close resemblance between the backbone secondary
structure of the excited state and the NMR structure of DNA-
bound CytRN (33) (Cα backbone RMSD = 2.4 Å) (Fig. 3H and
fig. S24). This is reflected in the excellent agreement between the
13Cα chemical shifts of the two states (Fig. 3I) which indicates
that the helix boundaries are virtually identical in the two confor-
mations and furnishes key evidence for the folded nature of the
excited state. To evaluate whether the three helices are also oriented
along the same directions in the two structures, we fit the excited
state RDCs to the DNA-bound CytRN structure. The predicted
RDCs for DNA-bound CytRN match well with the experimental
RDCs (fig. S25), confirming that the relative orientations of the
three helices are comparable, although not identical, in the two
forms of CytRN. However, there is more scatter in the correlation
between the 15N (fig. S24A) and 1HN (fig. S24B) chemical shifts
of the excited and DNA-bound states; this is likely a consequence,
not only of the charged DNA molecule containing aromatic nucle-
obases in the vicinity of DNA-bound CytRN but also of small dif-
ferences in helix orientation and hydrophobic packing between the
two structures. For example, in DNA-bound CytRN (33), the side
chain of Leu30 rotates outward toward the DNA, while Val36
moves inward toward the hydrophobic core, consistent with the ter-
tiary structure of CytRN adapting to the presence of the boundDNA
molecule (Fig. 3J). In addition, the recognition helix H2 is slightly
smaller in the excited state than in DNA-bound CytR and LacR.

CytRN binds DNA through the excited three-helix
bundle state
The coexistence of the disordered ensemble of CytRN with the
three-helix bundle excited state, which is structurally similar to
the DNA-bound state, raises the intriguing question of whether
this excited state is selected by DNA molecules for binding. While
this would result in a CS mechanism of molecular recognition, the
other possible models include the induced fit (IF) (58), which is
known as the folding-upon-binding mechanism in IDP literature
(15), and the triangular model, in which binding occurs through
both the CS and IF pathways.

We addressed this question by first choosing D34 as a simulta-
neous NMR reporter of the disordered state (D), the excited confor-
mation (E), and the DNA-bound form (B). D34 is located in theH2-
H3 loop and has distinct chemical shifts of 119.6, 113.9, and 117.2
ppm in D, E, and B respectively. 15N CEST profiles of the D34 res-
onance in the absence of DNA show two intensity dips at the chem-
ical shifts of the disordered (D) and excited (E) states (fig. S26). We

then acquired CEST data on a sample containing 628 μM 15N-
labeled CytRN and 150 μM uridine phosphorylase (udp) half-site
double-stranded DNA, which is one of the operator regions specif-
ically recognized by CytRN (33). In the presence of cognate DNA, a
distinct third dip in intensity can be clearly discerned in the CEST
profile of CytRND34 at the 15N chemical shift of state B (117.2 ppm)
which is the direct result of exchange between free and DNA-bound
forms of CytRN (Fig. 4A).

Having obtained CEST profiles for D34 which report on the si-
multaneous exchange between D, E, and B, we turned to the recent-
ly developed DRD-CEST (59) for determining whether binding
occurs via the excited state. DRD-CEST has established potential
for unequivocally distinguishing between sequential and bifurcated
models of chemical exchange (59). In the case of CytRN, viewed
from the perspective of the NMR-visible disordered state D, the
CS mechanism of binding (D↔E↔B) is a sequential model, while
the IF pathway is a bifurcated model (E↔D↔B). DRD CEST builds
uponD-CEST or DANTECEST (60), in which the continuous wave
irradiation that is typically used during the CEST exchange time is
replaced by the DANTE selective excitation scheme (Fig. 4B) (61).
When implementing DRD-CEST, a sufficiently large B1 field is first
chosen so that the magnetization of molecules arriving at E is
completely dephased with respect to the starting D magnetization
(Fig. 4A). Then, the sample of CytRN containing DNA is simulta-
neously irradiated with this B1 field at the chemical shifts of both E
and B, and the CEST profile of D34 is quantified. If the model of
conformational exchange is a sequential one, then irradiation at E
and B will not change the size of the dip compared to irradiation
only at E. This is because dephasing is complete at E itself, so addi-
tional irradiation at D does not make a difference. On the other
hand, if the model is bifurcated, then dephasing at E and dephasing
at B occur on magnetization from different molecules, so even if de-
phasing is complete at E, simultaneous irradiation at E and B will
increase the dip size compared to irradiation only at E. Therefore, if
conformational exchange proceeds through a sequential model, the
size of the dip at the chemical shift of state E remains unchanged
between the regular and DRD-CEST profiles. On the other hand,
the fingerprint of a bifurcated model is a pronounced increase in
dip size in the DRD-CEST profile compared to regular CEST data
(Fig. 4B).

Figure 4C and fig. S27 show the regular CEST profile of D34 (D
state) in black and the DRD-CEST data in red. The size of the in-
tensity dip for state E clearly remains the same between the CEST
and DRD-CEST profiles, unambiguously establishing that DNA
binding occurs via the excited state. The simulated dip for a bifur-
cated model is shown in cyan circles for comparison. To further
evaluate the binding mechanism, we globally fit the CEST (five B1
fields) and DRD-CEST data (three B1 fields) separately to the se-
quential and bifurcated models. The χ2red value for the bifurcated
model (χ2red= 1.6) is substantially higher than the sequential
model (χ2red = 1.2), signifying that the CEST data are better de-
scribed by the CS mechanism (fig. S27).

Last, we quantitatively assessed whether both the CS and IF
mechanisms are simultaneously operative in the DNA-CytRN inter-
action by fitting the CEST and DRD-CEST data globally to a trian-
gular model (Fig. 4D). Four of the five global parameters, pE, pB,
kex,DB (=kDB + kBD), and kex,EB (=kEB + kBE) were floated during
the fit, while kex,DE was kept constant at the value obtained in the
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Fig. 4. The excited state of CytRN is responsible for functional regulation. (A) 15N CEST profiles of D34 acquired on a sample containing 628 μM CytRN and 150 μM
DNA. The three dips in intensity at the chemical shifts of the disordered (119.6 ppm), excited (113.9 ppm), and DNA-bound (117.2 ppm) states are indicated with dashed
lines. (B) Schematic representation of the DRD-CESTexperiment (58) for a system undergoing three-state exchange between one visible (D) and two invisible states (E and
B). The CEST profile for this system is shown at the top. Overlays of the minor dip at ϖE in CEST (black line) and DRD-CEST (colored circles) are shown at the bottom for a
sequential (left) and a bifurcated model (right). (C) 15N CEST (black circles) and DRD-CEST (red circles) profiles of D34 acquired on the same sample as (A). Green and
orange lines are global fits of the regular and DRD-CEST data at multiple B1 fields to the D↔E↔B model shown above the CEST profile. Cyan circles are simulated DRD-
CEST data points assuming a bifurcated E↔D↔B model. Simulations were done using best-fit parameters obtained by fitting five CEST and three DRD-CEST datasets
globally to the E↔D↔B model. (D) The triangular model for binding of CytRN to DNA, where rate constants describing the binding of D and E are kex,DB and kex,EB
respectively. (E) χ2red distribution of kex,DB (cyan) and kex,EB (orange) generated from fits of CEST and DRD-CEST profiles to the triangular model. (F) 15N CPMG profiles
of D34 in the disordered (gray and red) and excited states (blue and yellow) of CytRN acquired in the absence (gray and blue) and presence (red and yellow) of 5% DNA.
The arrow indicates the increase in the size of excited state CPMG dispersions upon addition of DNA (blue to yellow).
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absence of DNA (table S2). Here, kex,DB and kex,EB are the exchange
rate constants for the binding of states D and E to DNA, respective-
ly, while kex,DE is the disordered-excited state interconversion rate
constant and pD, pE, and pB are the fractional populations of
states D, E, and B such that pD + pE + pB = 1. The best-fit values
of kex,DB and kex,EB from the triangular fit are 0.00015 ± 0.3 and
194 ± 51 s−1 respectively, while pE = 16.5 ± 0.3% and pB = 2.1 ±
0.3%. The vast difference between kex,DB and kex,EB signifies that
the disordered state cannot directly bind DNA to form the specific
DNA-CytRN complex. χ2red surfaces (Fig. 4E) show that the optimal
fit of the triangular model to the CEST data is obtained when kex,DB
is very close to 0. In contrast, there is a heavy penalty in χ2red when
kex,EB is forcibly set to 0 and the optimum value is around 200 s−1,
which matches the kex,EB value of 194 s−1 obtained above. A flux-
based analysis (62) of the triangular model (Supplementary Text)
shows that the flux along the CS pathway is at least ~100-fold
(and up to ~106-fold) larger than the flux along the IF pathway.

The CEST and DRD-CEST data together demonstrate that only
the folded excited state (and not the disordered ground state) is ki-
netically coupled to the DNA-bound conformation. Since the dis-
ordered and excited states interconvert slowly (49 s−1), while DNA
binding occurs on the millisecond time scale (kex,DB = 194 s−1 under
our conditions), our model predicts that DNA binding will cause
exchange broadening of the excited state but not the ground state,
provided that ΔϖEB is large. To test this prediction, we acquired
CPMG data on samples of CytRN lacking or containing 5% DNA
and extracted CPMG profiles of both the disordered and excited
states of D34 (ΔϖDE = −5.7 ppm, ΔϖEB = 3.3 ppm). In the
absence of DNA, CPMG profiles of both states show dispersions
of R2,eff with νCPMG, which originates from the D↔E interconver-
sion (Fig. 4F, gray and blue). In the presence of DNA, the CPMG
profile of the disordered state remains unchanged, indicating that
DNA binding does not cause additional exchange broadening of
the ground state (Fig. 4F, red). In notable contrast, the exchange
broadening incurred by the excited increases by as much as 14
s−1, resulting in substantially larger dispersions in the CPMG
profile (Fig. 4F, yellow). CPMG data thus provide a direct validation
of the CS-based model, where only the CytRN excited state but not
the disordered state binds DNA. In summary, the CEST, DRD-
CEST, and CPMG experiments establish that the DNA recognition
pathway of disordered CytRN predominantly follows a folding-
before-binding mechanism, where molecules of CytRN in the struc-
tured excited state but not the disordered state bind to DNA (Fig. 5).

DISCUSSION
How intrinsically disordered proteins function despite lacking
stable secondary and tertiary structure remains an open question.
The recognition of a cognate binding partner is often accompanied
by the folding of the IDP; this is seen in the case of intrinsically dis-
ordered CytRN, belonging to the iconic LacR family of bacterial
transcriptional repressors, which is folded in the DNA-bound
state. In this work, we show that CytRN transiently adopts a globally
folded structure that is accessible via thermal fluctuations in the
absence of DNA. We have also provided evidence that this disor-
der-to-order transition functions as a regulatory switch by convert-
ing the binding-incompetent disordered ensemble into a three-
helix bundle HTH structure capable of binding DNA. In stark

contrast to the IF folding-upon-binding models that are routinely
used to describe folding-coupled-binding by IDPs, the CytRN-
DNA interaction follows a CS mechanism that we term “folding-
before-binding” (Fig. 5).

The free energy landscape of an IDP controls its folding andmo-
lecular recognition properties and is often depicted as a flat surface
with multiple shallow minima separated by very small barriers (4–
6). Interconversion between these structurally similar conforma-
tions occurs on the picosecond-nanosecond time scales. Kinetically
distinct higher free energy excited states in IDP landscapes are con-
sidered to be thermally inaccessible because they are substantially
destabilized with respect to the high entropy disordered native en-
semble (4). While this may generally be true, intrinsically disor-
dered CytRN furnishes a notable counter-example by populating a
globally ordered three-helix bundle that is a mere 1.04 kcal/mol
(1.82 kT, 287 K) higher in free energy than the disordered ensemble.
This excited state is not stabilized by interaction with partner
ligands, osmolytes, crowding agents, or posttranslational modifica-
tions but is instead as much an intrinsic property of the free energy
landscape of CytRN as the native disordered ensemble. Moreover,
the detection of an excited state of CytRN with amillisecond lifetime
confirms that IDPs can dynamically sample conformations over a
hierarchy of time scales ranging from picoseconds to milliseconds.
In the case of CytRN, this slow disorder-to-order transition has been
leveraged for performing its DNA binding function.

The coexistence of the disordered and three-helix bundle con-
formations of CytRN is ultimately encoded in its amino acid se-
quence. IDP sequences are characterized by low hydrophobicity, a
high net charge, and a paucity of large aromatic and aliphatic hy-
drophobic amino acids (1), and the sequence of CytRN meets all
these criteria. Our results therefore clearly show that sequences clas-
sified as IDPs can nevertheless accommodate not only locally folded
but also globally ordered domains at comparable free energies to the
disordered state. This raises the question whether IDPs such as
CytRN can be categorized as folding-competent proteins but with
appreciably lower melting temperature. The data reported here
(figs. S8 to S10) suggest that such a classification may be valid, al-
though there is very little information in literature to support it (63).

The precise sequence determinants which allow the cytR gene to
encode a thermally accessible excited state remain tantalizingly
unknown. However, a comparison of the sequences of CytRN
with its family members FruR, LacR, and PurR (56) shows that
CytR retains most of the hydrophobic core necessary for forming
the three-helix bundle while increasing the fraction of positively
charged residues in the variable regions of the sequence. Simultane-
ously, two large hydrophobic residues at sites 29 and 48 are replaced
with Ala in CytRN, resulting in a slight loosening of the hydropho-
bic core and concomitant destabilization (56). The synergistic com-
bination of the above factors seems to assist CytRN in remaining
intrinsically disordered without rendering the folded state thermal-
ly inaccessible. Our data clearly show that the key A29V/A48M
mutant swaps the folds of the ground and excited states in CytRN,
making the folded three-helix bundle conformation more stable
than the intrinsically disordered ensemble.

Our CEST data show that the formation of the specific CytRN-
DNA complex occurs primarily by the binding of DNA to the glob-
ally structured excited state. Since CytRN is disordered in its native
state and folded in the bound form, the CytRN-DNA interaction can
be classified as folding coupled to binding. However, unlike
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conventional IF-like folding-upon-binding situations that are prev-
alent in IDP literature (14, 15, 17), CytRN folds before binding DNA
and therefore conforms to a classical CS mechanism. There are a
number of points that are noteworthy in this regard. First, the func-
tion of the intrinsically disordered CytRN domain is to bind DNA.
Since this function is carried out by the three-helix bundle folded
conformation, the excited state is responsible for the functional reg-
ulation of the CytRN IDP. The overall phenomenon of transcrip-
tional repression at the promoter and operator sites involves the
C-terminal domain of CytRN, other proteins like CAP (catabolite
activator protein) and the inducer cytidine, all of which modulate
the binding of DNA to CytRN (25). Nevertheless, our conclusions
are concerned with the elementary functional binding reaction of
CytRN with DNA and affirm that only the excited state and not
the disordered form is capable of forming the specific DNA-
CytRN complex. Second, our classification of the mechanism as
CS pertains only to global overall changes in structure between

the free and DNA-bound forms of CytRN; they do not rule out
small IF-like adjustments of side chains in response to DNA
binding. The orientation of side chains proximal to the DNA
binding site, such as L30 and V36, is different between DNA-
bound and excited CytRN, suggesting that the HTH motif reorga-
nizes itself in the complex to accommodate the DNAmolecule (Fig.
3J). Additional evidence for IF-like behavior is seen near the end of
the recognition helix H2, where the terminal N25 forms hydrogen
bonds with the bound DNA in the structure of the LacR/operator
DNA complex (64, 65), but the corresponding residue N32 is ori-
ented differently in the CytRN excited state (fig. S28A). Unlike for
most of CytRN, CEST-derived 15N chemical shifts of N32 (fig. S28B)
are measurably different in the DNA-bound and excited conforma-
tions, reflecting the IF-like alterations in CytRN structure occurring
after the DNA binding event. Third, our observation of a CS mech-
anism in the case of molecular recognition by CytRN raises the in-
triguing question of what determines whether an IDP will adopt a
folding-before-binding or a folding-upon-binding pathway. We hy-
pothesize that a folding-before-binding route is likely for IDPs
where the bound form exhibits a globally folded conformation
with substantial secondary structure and tertiary contacts. On the
other hand, IDPs which form short helical or β-strand elements [re-
ferred to in literature as molecular recognition features (MoRFs)
(66)] connected by linear unstructured polypeptide segments in
the bound state may require more assistance from the partner
protein for stabilizing these MoRFs and therefore adopt a folding-
upon-binding pathway. While there are several reports document-
ing folding-upon-binding of these MoRFs (8, 16, 66), mechanistic
data demonstrating folding-before-binding are scarce. However,
some support for the above hypothesis comes from the work of
Kataoka and coworkers (67), who showed using unstructured or
partially structured mutants of SNase that folding can occur
before or after binding depending on the context of the mutation.
The Δ140-149 deletion mutant that was incapable of forming key
long-range interactions necessary for folding required inhibitor
binding to occur first and stabilize the folded conformation. In con-
trast, the 33Ala34 insertionmutation destabilized the folded confor-
mation, but the inhibitor bound to the sparsely populated folded
state, resulting in folding occurring before binding. On the other
hand, a number of studies have shown the preexistence of local sec-
ondary and tertiary structure in disordered ensembles of proteins
such as Sendai virus nucleoprotein (68, 69), PDEγ (70), and
WASP (71), but it is unclear whether this structure is required for
binding or if it has to dissolve before the recognition event (17). We
also speculate that a number of instances of folding-before-binding
may have been missed in literature, simply because the excited
folded conformations are transiently and sparsely populated and
therefore invisible to most biophysical methods. Fourth, the
CEST data clearly indicate that there is no measurable kinetic cou-
pling between the disordered ensemble and the specific DNA-
CytRN complex and that virtually all the flux to this bound state tra-
verses through the excited conformation. This rules out models that
involve a rapid conformational search by the disordered state and
subsequent folding on the DNA once the specific operator sequence
is located. However, models where the unstructured state scans the
DNA by 1D diffusion, dissociates transiently to adopt the folded
conformation and then binds to the specific operator site cannot
be excluded by our data, since binding in such models eventually
occurs via the excited state. Last, we note that the CS and IF

Fig. 5. The folding-before-bindingmodel for DNA recognition by intrinsically
disordered CytRN as a regulatory switch. (A) CytRN is intrinsically disordered in
its native state, and the molecular recognition event leading to the DNA-bound
functional form involves a CS-based folding-before-binding mechanism. (B) A
model for how the disorder-to-order transition in CytRN turns on the regulatory
switch into the functional state and primes it for DNA binding, while the large
entropy of the disordered state favors the dissociation of the complex and subse-
quent unfolding of the folded conformation, resetting the switch into the off
mode. Molecular dynamics traces of CytRN are schematic representations and do
not correspond to actual data.
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pathways are limiting mechanisms, and conformational changes ac-
companying molecular recognition events can switch from a CS to
an IF mechanism at high ligand concentrations (62). However, flux
calculations (fig. S29) confirm that CytRN recognizes DNAvia a CS
mechanism over the entire range of physiologically relevant DNA
concentrations (1 nM to 1 μM), and sizeable flux along the IF
pathway is seen only at unrealistic DNA concentrations above
10 mM.

The functional regulation of a bacterial IDP by a conformation-
ally excited state is pertinent because bacteria, unlike eukaryotes, are
unable to substantially expand the structural and functional reper-
toire of their proteomes through posttranslational modifications.
Bacteria also appear to be limited in their ability to use membrane-
less condensates for spatiotemporal control of cellular processes
(72). It is, therefore, appropriate that a bacterial IDP relies on a
more primitive disorder-to-order regulatory switch that operates
simply by fine-tuning the balance between hydrophobicity and in-
trinsic net charge to eventually modulate the conformational free
energy surface; in turn, this suggests that dynamic regulatory path-
ways may be more prevalent in bacterial IDPs as a way to expand the
functionality of their limited genetic material. In addition, HTH
motifs are ubiquitous nucleic acid recognition modules that have
diversified enormously in the architectural context in which they
are found, as well in the function they perform in the cell (73).
The appearance of a folding-before-binding mode of DNA recogni-
tion in a HTH-containing bacterial protein suggests that this mech-
anism was available early on in evolution and might have become
incorporated into intrinsically disordered transcriptional repressors
in higher organisms as well.

The disorder-to-order transition in CytRN can be viewed as a
regulatory protein switch (Fig. 5B), where stochastic transitions
take each molecule from the native disordered state into a
binding-competent folded conformation. It is only in this folded
state that CytRN is able to transduce an input signal, the presence
of operator DNA, into a functional output (transcriptional repres-
sion). CytRN falls under the fold-switching category of naturally oc-
curring switches (74), albeit with one of the folds being entirely
disordered. Although the exact role of disorder in the DBD of
CytR is yet to be deciphered, we adapt a model proposed in litera-
ture (75, 76), in which the disordered state serves to reset the CytRN
regulatory switch (Fig. 5B). Since natively disordered CytRN has a
large chain entropy, folding and subsequent complex formation
with DNA will incur a free energy cost, which has been estimated
in literature to be of the order of 2.5 kcal/mol (77). Studies on the c-
Myb/CBP-KIX system show that the extent of disorder is correlated
with koff values (78), implying that this 2.5 kcal/mol free energy
penalty associated with disorder in CytRN could decrease the life-
time of the CytRN-DNA complex and offer an attractive route to
turn off the regulatory switch. Thus, while the disorder-to-order
transition “turns on” the regulatory switch and primes it to bind
DNA, the disorder in the native state drives the switch toward the
“off” position.

The loss in chain entropy in going from a disordered to the
folded DNA-bound state of CytRN is opposed by the gain in
entropy of water and counter-ions that are released from the inter-
face upon complex formation (79, 80). In particular, statistical-me-
chanical methods incorporating molecular models for hydration
water have shown that water entropy contributes appreciably to
the binding free energy in cases where there is shape

complementarity at the interface (81). Since DNA molecules selec-
tively bind to folded CytRN, where the recognition helices are pre-
organized into a suitable geometric arrangement and do not incur a
severe loss in conformational entropy upon binding, the entropy of
mixing from liberated ions and water is likely to substantially
augment the free energy of interaction.

Last, the dynamic regulatory switch in CytRN is another example
of molecular recognition occurring via a thermally accessible
excited state. It emphasizes the point that dynamics is pivotal for
function and that a comprehensive understanding of the relation-
ship between structure and function cannot be obtained merely
by studying the native state alone. In the context of IDPs, a thorough
characterization of the free energy surface is particularly vital, not
only because IDPs lack the stable structure traditionally deemed to
be necessary for function but also because they have recently gained
importance as targets for pharmacological intervention (82).

MATERIALS AND METHODS
Overexpression and purification of isotope-labeled
proteins for NMR spectroscopy
U-15N labeled CytR
Full-length Escherichia coliCytR (UniProt ID: P0ACN7) was cloned
between the Nde I and Hind III sites in the pET-29b(+) vector along
with an N-terminal 6× His-tag, followed by a linker and a Tobacco
Etch Virus (TEV) cleavage site. E. coli BL21(DE3) cells were used
for protein expression, and 15N isotope labeling was carried out
by growing cells in M9 minimal media containing 15NH4Cl (1 g/
liter). Cells were grown at 37°C until an optical density of 0.8,
induced with 1 mM isopropyl β-D-1-thiogalactopyranoside, and
then shaken at 20°C for ~20 hours. Cells were harvested by centri-
fugation (at 4°C and 13,000 rpm), and the cell pellet were resus-
pended in buffer A [20 mM tris (pH 7.5), 1 mM β-
mercaptoethanol, 1 mM EDTA, and 300 mM NaCl] containing 2
mM MgCl2 and a Roche protease inhibitor tablet. Cells were lysed
with lysozyme (7.5 mg/g of cell pellet) and sonication, following
which the suspension was incubated with phenylmethylsulfonyl
fluoride (1 mM final concentration), deoxyribonuclease I (50 mg/
g of cell pellet), and polyethyleneimine (0.04% of the total volume)
at room temperature for 1 hour. The suspension was then centri-
fuged for 30 min at 13,000 rpm and 4°C, and the clarified lysate
was loaded on a Ni-NTA column. His-tagged protein was eluted
from the column using buffer A containing 250 mM imidazole,
and the tag was subsequently cleaved using TEV protease while si-
multaneously dialyzing against buffer A at room temperature.
Tagless CytR was then recovered by passing the solution again
through the Ni-NTA column. Flow-through and wash fractions
containing CytR were concentrated and purified using size-exclu-
sion chromatography on a Superdex 200 column equilibrated in
150 mM ammonium acetate. Pure fractions were checked with
SDS–polyacrylamide gel electrophoresis (SDS-PAGE), pooled, dia-
lyzed into 22mM sodium phosphate buffer (pH 7), flash-frozen and
stored at −80°C.
U-15N and U-15N,13C labeled CytRN

Untagged CytRN (E. coli CytR1–66) was expressed either from the
pTXB1 vector as a fusion protein with a chitin binding domain
(samples 1 and 3; table S1) or from a pET-29b(+) vector (all
other samples of WT CytRN). Overexpression and purification
details for expression from the pTXB1 vector are reported by
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Munshi et al. (83). With the pET-29b(+) vector, CytRN was cloned
between the Nde I and Hind III sites and overexpressed as described
above for full-length CytR. U-15N and U-15N,13C isotope–labeled
CytRN were obtained from cells grown in M9 minimal media sup-
plemented with 15NH4Cl (1 g/liter) without (U-15N) or with 13C6-
glucose (3 g/liter; U-15N,13C). CytRN was purified using a previous-
ly described protocol with small modifications (33). Briefly, the
clarified cell lysate was subjected to 60% ammonium sulfate precip-
itation. The precipitate was removed by centrifugation, and the su-
pernatant containing CytRN was loaded on an SP-sepharose cation
exchange column. CytRN elutes at an ionic strength of 540 to 640
mM. Fractions containing CytRN were pooled, concentrated, and
purified on a Superdex 75 size exclusion column (120 ml bed
volume), from which CytRN elutes at a volume of ~70 ml. Fractions
were checked for purity using SDS-PAGE, and pure CytRN was di-
alyzed against 150 mM ammonium acetate, lyophilized, and stored
at −20°C. Excited state populations (pE) vary slightly depending on
whether CytRN is overexpressed and purified as a chitin binding
domain or as a tagless construct, but exchange rate constants
(kex,DE) (table S2) and excited state chemical shifts are the same
between samples within measurement error.
U-15N,13C A29V/A48M, U-15N A29V, and U-15N V44A CytRN

A29V and V44Amutations were generated in the above construct of
CytRN by site-directed mutagenesis using the method of overlap-
ping primers. For A29V/A48M CytRN, the A29V single point mu-
tation was introduced using site directed mutagenesis in CytRN
cloned in the pTXB1 vector, and the A48M mutation was subse-
quently introduced in the A29V CytRN mutant. Isotope-labeled
CytRN variants were overexpressed and purified using the same pro-
tocol as for WT CytRN. U-15N,13C A29V/A48M CytRN was overex-
pressed in minimal media as described above for WT CytRN/
pTXB1, and the purification was carried out as reported previously
(83).
Oligonucleotide preparation
Single-stranded udp half-site DNA (ssDNA) sequences were pur-
chased from Sigma-Aldrich (5′-ATTTATGCAACGCA-3′).
Forward and reverse ssDNAwere dissolved in 22mM sodium phos-
phate buffer (pH 7), and their concentrations were estimated using
ultraviolet absorbance at 260 nm. A 1.1-x buffer was used for dis-
solving the DNA to account for the 10% D2O added as NMR lock
solvent. Equimolar concentrations of forward and reverse DNA
strands were mixed, and the DNAwas annealed by first incubating
at 95°C for 15 min on a dry bath and then lowering the temperature
slowly by turning off the dry bath. The double stranded DNA was
stored at −20°C for further use.

Sample preparation
All NMR experiments were carried out on samples in 20 mM
sodium phosphate buffer (pH 7.0) containing 10% D2O for the
field-frequency lock. Sample concentrations ranged from 60 μM
(full-length CytR) to 2 mM. The details of the various CytRN
samples used are summarized in table S1.
Sample preparation for RDC measurements

Polyacrylamide stretched gels. Six percent PAGs were cast using a
30% acrylamide:bisacrylamide (29:1) mixture made in tris buffer
(pH 8.8) and polymerized in a 6-mm gel casting chamber (www.
newera-spectro.com). After the gel solidified (~ 15 min), the gel
was dialyzed multiple times against water to remove the buffer com-
ponents and air-dried. Before making RDC measurements, the gel

was soaked in 550 μl of protein solution containing 10% D2O for
about 10 to 12 hours using the same casting chamber. This gel
was then transferred to a 4.2-mm (inner diameter) RDC NMR
tube with the help of a piston driver. Twenty microliters of buffer
was added to both ends to prevent drying of the gel, and the bottom
of the sample tube was sealed with a gel end plug. At the top, the gel
was capped with a support rod carrying a top-gel plug at the sample
end. The support rod was held in place with a support cap that at-
taches to the NMR tube.

C8E5/n-octanol. Before preparing the protein sample, a 10%
C8E5/n-octanol mixture was prepared in the following manner
(51): 36 μl of C8E5 (Sigma-Aldrich) was dissolved in 222 μl of
sodium phosphate buffer (pH 7) and 30 μl of D2O. The C8E5 solu-
tion was kept on ice throughout and mixed thoroughly. Twelve mi-
croliters of n-octanol was added to the above C8E5 solution in
aliquots of 4 μl, and the mixture was vortexed after each addition.
The solution went from yellow to turbid, and lastly, a clear viscous
lyotropic phase was obtained. A 2H 1D spectrum was recorded on
this sample, and a residual quadrupolar splitting from the 2H
nucleus of HDO molecules of 43 Hz was observed. Subsequently,
300 μl of the same buffer lacking the protein was added to dilute
the mixture to 5% C8E5.

A similar 10% C8E5/octanol mixture was then prepared and
diluted to 5% with buffer containing 1.6 mM 15N-labeled CytRN
(sample 10). RDC measurements were collected on this sample as
described below. The 2H residual quadrupolar splitting for the final
sample was 30.2 Hz.

NMR data collection and analysis
NMR data collection and processing
All NMR experiments were carried out at 287 K using a 14.1-T (1H
Larmor frequency of 600 MHz) Agilent DD2 spectrometer
equipped with cryogenically cooled or room temperature single-
axis gradient triple resonance probes or a 16.4-T (1H Larmor fre-
quency of 700 MHz) Bruker Avance Neo spectrometer equipped
with a room temperature TXI single-axis gradient triple resonance
probe. NMR spectra were processed using NMRPipe (84) and visu-
alized using the NMRDraw (84) and NMRFAM-Sparky software
packages (85).
Backbone resonance assignments of CytRN

The backbone chemical shifts of WT (sample 1) and A29V/A48M
CytRN (sample 13) were assigned using a 2D 1H-15N HSQC and
standard 3D triple resonance datasets HNCACB, CBCA(CO)NH,
HN(CA)CO, and HNCO (86). Assignments of WT CytRN were di-
rectly transferable to the 1H-15N HSQC spectra of A29V (fig. S21)
and V44A CytRN (fig. S23), as the CSPs to the disordered state are
very small (0.078 and 0.247 ppm in 15N and 0.004 and 0.07 ppm in
1H averaged over 55 residues for A29V and 51 residues for V44A
CytRN, respectively).
CEST data acquisition
15N, 1HN, 13Cα, and 13C′ CEST data were acquired on U-15N,13C
samples of CytRN (samples 1 and 3) using pulse sequences reported
in literature (40–43). The details of the experiments are summarized
in table S4. The B1 field was calibrated using themethod reported by
Guenneugues et al. (87). CEST profiles were obtained as a plot of
the offset frequency versus the ratio of the peak intensity (I/I0)
where I and I0 are the intensities obtained in the presence and
absence of an exchange duration in the CEST pulse sequence. 15N
CEST profiles of A29V and V44A CytRN were acquired using
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samples 11 and 12, respectively. Variable temperature 15N CEST
data were acquired on sample 2 using the DANTE-CEST (D-
CEST) pulse sequence (60).

Excited state RDC measurements were made using separate iso-
tropic and aligned samples for each alignment medium (samples 7
to 10). 15N CEST data for RDC measurements were acquired by
setting the power level of the 1H decoupling module during Tex to
0 W. 1HN CEST profiles were collected without any modification to
the previously reported pulse sequence (41). Details of data acqui-
sition are reported in table S6.

15N CEST data on DNA-bound CytRN (sample 5) were acquired
using the D-CEST pulse sequence (60). D-CEST and DRD-CEST
data were collected on a Bruker 700-MHz spectrometer. The
DANTE train consisted of pulses applied at a radiofrequency field
of 3.57 kHz. DRD-CESTmeasurements were carried out by keeping
DANTE sweep window (swDANTE) fixed to a value of 254 Hz, which
corresponds to the separation in 15N frequency between the excited
state and the DNA-bound state resonances of D34 (table S8).
CPMG data acquisition
CPMG experiments probing the temperature dependence of the
excited state population and lifetime were acquired on sample 2 at
287 K (700 MHz, 800 MHz), 295 K (700 MHz), and 302 K (700
MHz), while CPMG profiles in the presence and absence of DNA
were acquired on sample 6 (600 MHz). All CPMG data were ac-
quired using a constant-time CPMG pulse sequence where 15N co-
herence is in-phase at the start of the 30-ms exchange period (88).
CPMG pulsing frequencies ranged from 33 to 1000 Hz. CPMG pro-
files are plotted as R2,eff versus νCPMG, where

R2;eff ¼
1
Tex

ln
I0
I

� �

where I and I0 are peak intensities in the presence or absence of the
exchange period.

Analysis of CEST profiles
15N CEST of WT CytRN without DNA
15N CEST data acquired at two B1 fields for WT CytRN were fit to
the two-state Bloch-McConnell equations (89) using the software
package ChemEx (https://github.com/gbouvignies/ChemEx).
Twelve residues, A16, A19, S22, A24, T25, N32, T40, R49, G52,
Y53, L54, and Q56, were selected since they had isolated resonances
in the 1H-15N HSQC that showed well-separated major and minor
dips in CEST profiles, and these residues were used to get estimates
of pE and kex. Monte Carlo error distributions of pE and kex were
obtained by fitting 1000 replica datasets to the two-state Bloch-
McConnell equations using the same fitting protocol described
above. These replicas were constructed from the fit parameters by
adding random noise with zero mean and the same SD as the error
in I/I0, assuming that the noise originates from an underlying
Gaussian distribution. χ2red plots for pE (kex) were constructed by
keeping pE (kex) fixed at various values during the fitting routine
and repeating the fit.

For some of the overlapped resonances, the overlap was resolved
at 298 K, and CEST profiles acquired at 298 K were used to assign
excited state chemical shifts to each of the overlapped residues. In a
subset of these cases, CEST profiles showed two minor dips, one
originating from each of the two overlapped peaks. In such cases,
CEST profiles were fit to a sum of Lorentzians to extract residue-

specific chemical shifts of the excited state. Six residues were elim-
inated from the analysis because they were severely overlapped in
the HSQC spectra and the overlap could not be resolved at higher
temperature.
15N CEST of A29V and V44A CytRN
15N CEST profiles of A29V CytRN were fit to a two-state model of
conformational exchange using ChemEx as described for WT
CytRN. Eight residues (A16, A19, S22, T25, T40, Y53, L54 and
Q56) were chosen for the global fitting routine to determine pE
and kex. Since only one intensity dip was present in all CEST profiles
of V44ACytRN, these CEST profiles could not be fit to the two-state
Bloch-McConnell equations. Instead, an upper limit to the popula-
tion of the excited state was estimated as described in the legend to
fig. S23.
13Cα, 13C′, and 1HN data
13Cα, 13C′, and 1HN chemical shifts of the CytRN excited state were
extracted from the corresponding CEST profiles, either by fitting
the data to a two-state exchange model within ChemEx or by
fitting the data to a sum of Lorentzians. In case of 1HN CEST,
each dip is a difference of two Lorentzians separated by 1JNH,
which was kept fixed at a value of 93 Hz during the fitting
procedure.
15N and 1HN CEST data for measuring RDCs
15N and 1HN CEST profiles acquired on isotropic and aligned
samples were modeled as linear combinations of Lorentzians,
where each dip in 15N (1HN) CEST is a sum (difference) of two Lor-
entzians. The frequency difference between the two Lorentzians for
a dip gives the 1JNH value for the isotropic sample and the 1JNH +
RDC value for the aligned sample.
D- and DRD-CEST data
D- and DRD-CEST data acquired on DNA-bound 15N CytRN were
modeled using three-state Bloch-McConnell equations within the
ChemEx software package. D-CEST data collected at five B1 fields
(8.8, 15.9, 24.8, 28.7, and 34.7 Hz) and DRD-CEST data collected at
three B1 fields (25.0, 28.9, and 34.9 Hz) for D34 were globally fit to
either linear (D↔E↔B and E↔D↔B) or triangular models of
chemical exchange. In each modeling protocol, all parameters
except kex,DE were allowed to float while kex,DE was fixed to the
value obtained in the absence of DNA. The excited state population
(pE) was not fixed to the value in the absence of DNA because there
are indications in literature that the folded conformation of CytRN
is stabilized by the electrostatic field of the DNA molecule (90).
χ2redsurfaces for kex,EB and kex,DB were constructed by fixing the re-
spective parameters to specific values and determining the χ2red from
the fit.

Analysis of CPMG profiles
CPMG profiles were fit to the two-state model of conformational
exchange using the ChemEx. At each temperature, nonoverlapped
peaks with acceptable signal-to-noise having Rex > 5 s−1 were
chosen for analysis. Profiles at one (295 K, 302 K) or two B0 fields
(287 K) were fit globally either with (295 K, 302 K) or without CEST
data (287 K) to extract populations and kex,DE values.

Chemical shift perturbations
CSPs between the excited state and the disordered conformation
were calculated from CEST-derived 15N, 1HN, 13Cα, and 13C′ chem-
ical shifts for the excited state and assigned backbone shifts of the
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native state using the formula

CSPi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
Ni

XNi

j

Δωij

Δωj;RMS

� �2
v
u
u
t

Here, i is the residue index and CSPi are the residue-specific
CSPs. Ni is the number of nuclei for the ith residue for which
excited state chemical shifts are available, and j is the index that
runs from 1 to Ni. Δωij are the chemical shift differences between
the excited and ground states for the ith residue and the jth
nucleus, while Δωj,RMS is 1 SD of the distribution in protein chem-
ical shifts for the 15N (6.10 ppm), 1HN (0.93 ppm), 13Cα (2.94 ppm),
or 13C′ (4.07 ppm) nuclei based on data deposited in the Biological
Magnetic Resonance Databank (BMRB).

Secondary structural propensity
SSP calculations were performed using the SSP software package.
While 13Cα, 13Cβ, 1HN, 15N, and 1Hα chemical shifts obtained
from BMRB (accession number 17419) were used to determine
SSP scores for the DNA-bound state, only 13Cα, 13Cβ, and 1Hα
chemical shifts were used for the disordered form (32).
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Figs. S1 to S29
Tables S1 to S8
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