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Figure 1: Proposed Design of Ocularone 

ABSTRACT 
Fleets of Unmanned Aerial Vehicles (UAVs), also called drones, are 
becoming commonplace to support diverse applications in logis-
tics and urban safety. These rely on advances in computer vision 
and Artifcial Intelligence (AI) for autonomous navigation and con-
trol, facilitated by onboard sensors and accelerated edge comput-
ing devices attached to their base stations. This article examines 
how drones can be used for social good to enhance the lifestyle of 
Visually-Impaired People (VIP) through navigational assistance and 
situation awareness, enabled through visual analytics over drone 
video streams. We propose Ocularone, a platform for coordinating 
and managing a heterogeneous UAV feet that ofers drones as bud-
dies to guide users. It uses onboard sensors and edge accelerators, 
and two-way communication using gestures and audio prompts, to 
enhance the safety and autonomy of the VIP. We validate our early 
prototype using Tello nano-drones and Jetson Nano edge accelera-
tors, and present preliminary results for several safety scenarios. 
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1 INTRODUCTION 
Context. Over 200 million people sufer from moderate or severe 
visual impairment worldwide, of whom 38 million are blind [36]. 
Vision impairment severely impacts the quality of life among adults 
resulting in poorer workforce participation and greater rates of 
depression. Among older adults, blindness can lead to social isola-
tion, difculty in mobility, and a higher risk of falls [34]. Assistive 
technologies can empower Visually Impaired People (VIP), e.g., 
enabling them to safely take a morning walk or buy groceries from 
a local store, thus promoting autonomy and social acceptance. 
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Opportunity. Advances in video and LIDAR sensing, computer 
vision and Deep Neural Network (DNN) models, capable edge ac-
celerators, and control systems have led to self-driving cars plying 
on city streets and highways. However, for developing countries 
where city trafc is intractable, the promise of such autonomous ve-
hicles in Unmanned Aerial Vehicles (UAVs), or drones, is much more 
feasible. UAVs are increasingly becoming a fexible mobility and 
observation platform. Progressive regulations by the US FAA [12], 
Europe’s EASA [1], and India’s DGCA [27] are bringing together 
industry and researchers to examine disruptive use cases. Drones 
are also more afordable and come in a variety of form factors, 
starting from nano drone quad-copters that weigh under 250 g, are 
about 200 mm in size, and yet have onboard cameras and sensors. 
Fleets of drones are being put to use in large cities for logistics and 
delivery [29], urban safety [33], infrastructure monitoring [18], and 
even to help the visually challenged [5]. 

Edge accelerators such as Nvidia Jetson are enabling rapid infer-
encing of DNN models and computer vision algorithms through 
low-end GPU modules integrated with ARM-based processors. They 
are also compact and power efcient. E.g., the Jetson Nano [16] 
used in our experiments is the size and weight of a pack of cards, 
consumes < 10W of power, and can ft into a purse or a backpack. 
Despite their small size, they can connect to the drone through com-
munication modules and achieve real-time inferencing over video 
feeds. This enables a portable solution for closed-loop decision-
making to operate one or more drones autonomously, driven by 
DNN models and control algorithms running on the edge. 

Proposal. We propose a drone-based assistive platform, Ocu-
larone, to enable VIPs to live an active yet safe outdoor lifestyle. 
We use one or more “buddy drones” with onboard cameras coupled 
with edge accelerators as mobile valets to help with outdoor safety 
and navigation in the vicinity of the VIP and to take commands 
using gestures. This is coupled with “service drones” that can be 
summoned to perform more complex tasks like fetching frst-aid 
kits. Global path planning and coordination among the drones, 
along with more complex visual analytics, is managed from the 
cloud. Apps can be deployed to add personalized functionality. 

Gaps and Challenges. Among contemporary technologies for 
navigation assistance of VIPs, smart canes and smart wearables 
ofer sensor and video-based guidance but sufer from a restricted 
range and Field of View (FoV) that limit the detection of hazards. 
Recently, drone-based solutions have also been explored in man-
aged environments where the drone is manually navigated to track 
a Bluetooth bracelet or the VIP follows the rotor sound of the drone. 
These have limited autonomous behavior and do not work in an 
urban environment. Our proposed solution for outdoor environ-
ments use drones to provide a comprehensive view of the VIP’s 
surroundings, operate independently and interact with the VIP to 
guide them through a collision-free path using real-time visual 
analytics. 

Achieving this, however, poses several challenges, some of which 
we address in this paper: 

• Existing of-the-shelf DNN models to analyze the drone video 
feeds need tuning and post-processing before they can be 
used within Ocularone. In this paper, we retrained object 
detection models on our curated dataset to accurately detect 

a hazard vest as a unique identifcation of the VIP. Further, 
we designed and implemented a classifer model as a post-
processing step to identify gestures made by the VIP. 

• We need the drone to autonomously follow the VIP while 
adapting to the speed of the VIP. This requires us to tune the 
control parameters of the buddy drones to achieve a smooth 
fight with minimum jerks. 

Contributions. In this article, we describe the high-level design 
goals and highlight the technical challenges of the proposed Oc-
ularone platform (§ 3). We then describe an early prototype that 
addressed a subset of these challenges (§ 4). Our implementation 
uses customized object detection and body pose estimation DNN 
models to follow a VIP in an outdoor environment and detect any 
safety hazard or gestures. We conduct preliminary experiments in 
a controlled campus environment using a (proxy) VIP to evaluate 
this prototype (§ 5). These demonstrate the ability of the drone to 
autonomously follow the VIP, react to hand gestures, and detect 
and take action if they fall. 

These early results are promising and motivate further explo-
ration of the Ocularone architecture. Future work (§ 6) will address 
navigation and obstacle avoidance for the VIP, robustness in realis-
tic environments, and coordination among multiple drones. 

2 RELATED WORK 
Guiding the visually impaired in familiar and new places helps 
enhance the VIP’s confdence and efciency when traveling [41]. 
Bandukda, et al. [9] highlight the experience of VIPs during mobil-
ity and orientation training, where they use non-visual clues for 
sensing the surroundings and navigation. However, the non-visual 
cues can be misleading in multiple scenarios as they are not tightly 
coupled with the locations. Nagraj, et al. [30] investigate the navi-
gational habits of the blind in developing countries like India where 
the VIPs prefer interacting with other people for assistance when 
navigating in public spaces. Our proposed Ocularone design using 
“buddy drones” supports this factual experience. It mimics human 
assistance by sensing and sharing details of the visual surroundings 
and ofers personalized cues for independent navigation. This can 
reduce their reliance on human support, which may not always be 
forthcoming or may lower their self-confdence. 

Besides traditional means of assistance using white canes and 
guide dogs, there has been an emergence of sensory signals in 
human-computer interaction, including wearable devices, which 
use vibrotactile sensors for indoor navigation [19]. Drishti [38] is a 
wearable device that uses audio cues to provide an optimal route 
in indoor and outdoor environments. However, it weighs around 
4 kgs, and can curtail the mobility of VIPs. iMerciv’s BuzzClip [20] 
complements the cane and uses ultrasound to detect obstacles and 
notifes the users through discrete vibrations. But, ultrasound sen-
sors are susceptible to noise, which makes them impractical in busy 
outdoor environments with multiple static and dynamic obstacles. 
Similarly, sensor-based walking assists [23] such as WeWalk [40] 
and GesturePod [35] include gesture-based communication but 
have a limited range in outdoor environments that restricts their 
ability to recognize safety hazards [26]. In addition to alerts on 
proximate obstacles, it is also important to ofer guidance on up-
coming path changes and hazards in real time. Drones are useful 
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in this regard. They have more fexibility in the sensors (including 
cameras) and actuators they carry, and ofer a 360◦ view coupled 
with mobility for more holistic situation awareness. 

With the increasing capability of machine learning, camera-
based systems have emerged for visual perception to assist VIPs. 
An AI-powered backpack has been proposed [11], which analyzes 
the environment using computer vision over camera feeds and 
warns users about threats using a voice assistant. Smart guiding 
glasses [8] use depth cameras along with ultrasonic sensors to 
alert users using vibrations and voice. Blavigator [15] presents a 
wearable system built on top of SmartVision [17] to detect and avoid 
obstacles. A major limitation of wearables is their limited feld of 
view. They are dependent on the direction in which the VIP faces 
and may be inadequate to detect peripheral hazards. Drones being 
highly mobile, can ofer a variety of perspectives independently, 
and multiple buddy drones can coordinate to cover all blind spots. 

A number of recent apps like Lookout [2] from Google India, 
Seeing AI [14], VStroll [22] by Microsoft, and Nearby Explorer [4] 
provide visual information service to the VIPs by describing their 
surroundings. These engage and promote walking by VIPs, but 
do not provide vision-based active navigational assistance like we 
propose. Liu et al. [24] has identifed features essential to the VIPs 
as part of a user retention study of Microsoft Soundscape [21], an 
audio-based navigation. These help us understand and develop 
specifc features which will help VIPs use our framework. 

Using drones for navigation assistance of VIPs is gaining trac-
tion. DroneNavigator [5] explores the use of drones for guiding 
the visually impaired by maintaining the drone at a distance of 
≈ 1–2 � in front of the participant, as measured using the Blue-
tooth signal strength between the drone and a bracelet that the VIP 
carries. However, the drone itself was manually being fown by an 
experimenter, and was not autonomous. In a subsequent work [6], 
they use a quadcopter connected using a physical leash to provide 
a tactile feedback to the VIP. Here again, the navigation instruc-
tions were triggered manually. We instead propose for the drones 
to autonomously navigate themselves and also guide the VIP using 
vision-based techniques. Bluetooth-based accessories can be added 
to our design in future for tactile or audio feedback. 

Zayer, et al. [3] adapt drones to guide blind runners, where 
the runners follow the drone using its rotor sound. This is not 
reliable in a busy urban environment where the rotor sound can be 
lost. Further, Nasralla, et al. [32] study the prospects of using deep 
learning and computer vision-enabled UAVs for assisting VIPs in a 
smart city. This motivates us to propose and explore DNN-based 
visual navigation of VIPs using drones. However, using drones in 
proximity with humans can be challenging. Recent studies [7] have 
explored the use of service robots to guide VIPs in a building. The 
study suggests that the robot should respect the VIP’s autonomy and 
independence by allowing them to have the ultimate control of the 
interactions. We take this study into consideration and incorporate 
features for an intuitive VIP-drone interface. 

Our proposed Ocularone solution uses drones with diverse roles, 
together with computer vision and deep learning capabilities, to co-
ordinate among themselves. The 360◦ perspective ofered by drones 
overcome the limitations of other technologies. This can assist VIPs 
with navigational tasks, situation awareness and safety alerts, and 
thus improve their independence. At the same time, drone-based 
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solutions also have limitations such as being sensitive to wind and 
rain, potentially hitting obstacles and failing, or the vision based 
algorithms being inaccurate in challenging lighting conditions. So 
such a solution can complement more basic technologies such as 
smart canes, smart glasses or Bluetooth tethering. 

3 DESIGN GOALS AND REQUIREMENTS 
We wish to support an active and safe lifestyle for a visually chal-
lenged person within an urban environment using the Ocularone 
platform, as shown in Fig. 1. The platform uses a feet of hetero-
geneous drones consisting of buddy drones and service drones to 
support one or more VIPs. A buddy drone is assigned to provide nav-
igational assistance and situation awareness to a single VIP, while 
service drones equipped with more advanced sensors/accessories 
are shared across VIPs to perform specifc tasks on-demand. 

Specifcally, the platform should support these design goals. 
(1) Plan the path from the current location of the VIP to a desti-

nation they wish to go to. This requires path planning from 
a starting point (Fig. 2, green triangle) to a destination (red 
square) at a coarse level, e.g., using a digital city map, similar 
to GPS-based guidance. This is complemented by planning at 
fne scales in the immediate vicinity of the VIP as they walk 
along that path. This frst requires orienting the drone with 
respect to the VIP, following them as they move, prompting 
them to stop or take turns at relevant locations, and dynamic 
re-routing of the path, say, in case of road closures. E.g., in 
Fig. 2, once the closed road along the Path B (green) is de-
tected, the mobile device requests our cloud service for an 
alternate route from the current location and, switches to 
Path A (orange) for the rest of the walk. These need to be 
supported using a mix of GPS and computer vision-based 
guidance. 

(2) Obstacle avoidance for the VIP and the drone. This includes de-
tecting static obstacles in the proximity and direction of walk 
of the VIP, such as potholes or trees. We must also identify 
dynamic obstacles, such as incoming trafc, or safety situa-
tions, such as an unmasked crowd during COVID. Based on 
these, we need to give cues to help the VIP navigate around 
such proximate hazards. The drone should also maintain 
its own safety by avoiding collisions with obstacles such as 
street lights or tree branches, while keeping the VIP within 
its FoV. 
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(3) Detect and alert if the VIP has a health or safety incident. The 
drone must detect if the VIP encounters a safety incident 
or sufers from a medical emergency, e.g., being injured or 
having a fall, and respond by taking specifc actions, such 
as notifying emergency contacts with sufcient context, in-
forming frst responders, and/or requesting frst aid through 
a service drone. This may require a mix of visual analytics 
complemented by smartphone or wearable based sensing 
using accelerometers. 

(4) Provide an intuitive interface with the VIP for bi-directional 
communication. A natural, discrete and robust means of com-
munication, from the Ocularone system to the VIP to provide 
cues and alerts, and from the VIP to the system to give pre-
defned commands and respond to choices, is required. This 
may include audio cues using a bluetooth headset that com-
municates using smartphones and wearables for the former, 
and audio commands and hand gestures for the latter. 

(5) Scale to a city-wide scale with 100s of VIPs and shared drones 
operating collaboratively. This allows buddy and service drones 
to be shared among users as part of a larger platform, and 
have vision-based help with visual sensing, analytics or ser-
vice. It helps the system scale with fewer drones and reduced 
idle time, enhancing the resilience and afordability. 

Through these goals, Ocularone can support several real-world 
use cases. In an urban environment, the drone can help plan and 
guide the VIP along a pre-set path for a walk while navigating them 
around local hazards. In a managed environment like a university 
campus, the VIP may take a stroll without a pre-defned destination, 
and the drone may follow the person while describing points of 
interest and looking for threats. If the VIP runs in a marathon, they 
may request the drone for water or an energy bar through a gesture, 
and this may request a remote drone with a grasping arm to fetch 
the requested supplies from the nearest pick-up location to the VIP’s 
current location. Lastly, if the VIP is injured, the drone may alert 
their emergency contact along with a video recording of the VIP’s 
current condition and also summon a frst-aid service drone to assist. 
While our solution is aimed at VIPs, the system once developed can 
be adapted to other human and social-centric applications such as 
shepherding kids at school and assisting runners during a marathon. 

Achieving these design goals requires us to solve several tech-
nical challenges in Ocularone. 

• The buddy drone should uniquely identify and follow the 
VIP autonomously at a specifc distance and height in order, 
and adjust its trajectory to maintain a comprehensive view 
of the VIP and their surroundings. This should be done based 
on visual sensing 

• The framework should generate a global shortest path from 
the current location to the destination the VIP wishes to 
reach using a city’s map information, possibly optimized for 
accessibility considerations. This can be complemented with 
local visual details collected while the VIP is taking the path 
and fed into a global model of the world to help with future 
plans. 

• While the VIP is on a path, the buddy drone should detect 
obstacles ahead of the VIP based on computer vision al-
gorithms, and identify a trajectory to help them avoid the 

obstacle based on visual sensing. At the same time, the drone 
itself should be able to plan a trajectory that avoids obstacles 
in its own path while still keeping the VIP in its FoV. 

• The drone should be able to use video analytics to have full 
situation awareness with a 360◦ perspective. This should be 
used to detect threats in real-time and any health emergen-
cies the VIP is undergoing, based on video analytics. 

• The drone should be able to interpret audio and visual cues 
from the VIP to take commands under diverse urban condi-
tions. 

• Service drones should be able to operate autonomously using 
onboard sensors, local computing and cellular connectivity 
to the cloud to exchange control signals and transfer data 
for analysis. 

• Multiple drones should be able to collaborate among each 
other. This includes two or more buddy drones assisting a 
single VIP by maximizing the FoV, service drones helping 
diferent VIPs as it carries out tasks, or mobile devices for a 
buddy drone helping with edge analytics for a service drone 
in its vicinity. 

• The platform should leverage the capability of cloud along 
with the edge devices to perform complex visual analytics 
tasks in a timely manner to support diverse applications. 

In this paper, we address a subset of these technical challenges 
and achieve some of the design goals, as described next, while the 
rest are left to future work. 

4 PROTOTYPE 
We have designed and implemented an early prototype of Ocularone 
to support some of the design requirements specifed above. Here, 
we describe our approach for a buddy drone to uniquely identify 
and shadow the VIP (§ 4.1), have situation awareness to detect a 
safety incident (§ 4.2) and respond to commands based on visual 
gestures (§ 4.3). 

The VIP carries a mobile compute device – a Jetson Nano in our 
prototype – which is connected through a wireless link to a buddy 
drone assigned to them. Each buddy drone, a DJI Tello quad-copter 
in our implementation, has an onboard camera and other sensors 
such as an altimeter, GPS, etc. The buddy drones are connected 
to the mobile device over a wireless link for streaming live videos 
from the camera for analysis and receiving automated navigation 
control signals. The mobile device performs onboard analytics over 
the videos to drive these controls, and optionally ofoads some 
analysis to cloud resources accessed through a cellular link. 

Our platform predominantly relies on video-based analytics over 
drone feeds for perception and decision making. Performing such 
video inferencing in real-time is essential, but computer vision al-
gorithms and DNN inferencing over videos are computationally 
demanding. Also, each analytic may have a diferent priority de-
pending on the application consuming it at that time, e.g., for drone 
navigation, detecting safety hazards, or just informing the VIP of 
nearby points of interest. We need to intelligently use the limited 
computing power of the GPU/TPU accelerated edge device avail-
able instantly, along with larger cloud resources available remotely 
but with higher latency. Further, cellular connectivity to the cloud 
may be variable, and hence time-sensitive analysis and decisions 
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must happen on the edge device. We leverage our prior work on 
such deadline and priority-driven video analytics across edge and 
cloud resources for this [37]. 

Next, we discuss design approaches to achieve the functional 
capabilities that are motivated by the platform design goals. 

4.1 Shadowing the VIP 
A key requirement for the buddy drone is to identify and follow the 
VIP autonomously. We leverage computer vision algorithms over 
the drone’s video feed to locate and localize the VIP who is nearby. 

To make this task robust in our prototype, the VIP wears an 
identifcation marker, such as a distinctive hazard vest in our exper-
iments. The drone initially performs a 360◦ pirouette to locate the 
VIP in its video feed. We then determine the spatial orientation of 
the person relative to the drone, i.e., to decide if they are facing to-
ward or away from the drone. For the prototype, we have collected 
over 600 hazard vest images using the Tello drone to retrain YOLO 
v4 (tiny) [10], a popular and light-weight DNN model for object 
detection to accurately detect a VIP wearing a hazard vest. We use 
these detections to navigate the drone to face the rear of the VIP 
based on their spatial orientation. 

Next, we track and follow the VIP when they are walking. This 
is done by ensuring that they remain within the FoV of the drone 
with the relevant orientation and proximity required for the current 
conditions, e.g., the drone facing the rear of the VIP and with a 
view in front of the path they are walking along. We use the same 
retrained YOLO v4 DNN to detect the movement of the VIP within 
a video frame and assess their spatial position relative to the drone. 
We use the area of the bounding box generated around the hazard 
vest in the frame to estimate the distance of the VIP from the drone 
– smaller the bounding box, farther is the drone from the VIP and 
vice versa. We set a desired bounding box size which corresponds 
to a target setpoint distance between the drone and VIP. 

We develop a Proportional Derivative (PD) Control loop algo-
rithm [31] that uses these detections across video frames to alter the 
drone’s direction of motion along its degrees of freedom: up, down, 
forward, backward, clockwise or anti-clockwise rotation (yaw), and 
the speed along that direction. These controls attempt to maintain 
the VIP in the center of the camera’s FoV and within the required 
setpoint distance from them as they are moving. This DNN model 
runs on the edge device given the real-time nature of decisions and 
controls required. 

In future, we need to evaluate and improve the accuracy of the 
DNN models under diferent lighting and background conditions, 

and have robust means to re-acquire the VIP if they are lost from the 
FoV. We also need to consider diferent markers such as Hiro [13] 
or QR code on the front/back of the vest to reliably determine their 
orientation (or to distinguish between two proximate VIPs). Use of 
alternate accessories like a cap or even an Bluetooth tether based on 
their smart phone to complement the spatial accuracy is also worth 
examining. Lastly, having reliable tracking of the VIP and control 
of the drone under adverserial conditions, such as varying speeds 
of walk/run or taking many sharp turns, needs to be supported. 

4.2 Situation Awareness 
Here, the goal is to examine the ambient environment around the 
VIP based on the drone video feed and implicitly determine if the 
situation requires specifc actions to be taken. When navigating the 
VIP, they may require assistance but it may not be directly commu-
nicated to the drone, e.g., when they sits down due to exhaustion, 
get hurt or take a fall. Here, the VIP may be in an pose that does 
not match a standard standing, walking or sitting position, such 
as a bent-down or kneeling position or in a fallen position on the 
ground (Fig. 3, lower part). 

To detect such conditions, our prototype uses a pose classifcation 
model to determine if the current situation warrants some action. 
We use Google’s MediaPipe body-pose DNN model [25] coupled 
with a custom Support Vector Machine (SVM) we train. The pose 
estimation model returns 33 body landmarks for each person de-
tected in the frame, e.g., right shoulder, left elbow, nose, etc. Each 
landmark is a tuple (�,�, �) that gives the 3� ofset in meters of that 
landmark from the waist. We can use the relative position of these 
landmarks to determine the orientation and pose of the person. But 
this ofers a large permutation-space of landmark positions for the 
same logical pose, such as a person standing or lying, and explicitly 
enumerating this becomes challenging and error-prone. E.g., there 
may be multiple kneeling positions or half upright positions with 
diferent landmark values that should be classifed as kneeling. 

Instead, we train an SVM classifer that takes the landmark vec-
tor for a person and returns the logical pose we are interested in. 
Towards this, we collect up to 5 minutes of video for individuals 
(authors of this paper) who perform each pose we wish to classify 
and extract representative frames from them. We are interested 
in fve pose classes in this evaluation: upright, kneel and fall for 
situation awareness, and single hand-up pose and for hand-pointing 
pose gesture detection. We collect between 300–500 sample images 
for each class, which are used as training data for the SVM classifer. 
Our trained classifer achieves an accuracy of 97% for the kneel and 
fall safety situations. 

Detecting false positives is a challenge, e.g., if we mix up a brief 
wave to someone with a hand pointing gesture of interest. This 
is reduced by checking if the current pose is held for a certain 
threshold duration before identifying it as an explicit command. In 
our prototype, we set this threshold to seeing a pose in at least 5 of 
the last 7 poses to detect it as an event. This translates to ≈ 3� for 
which the pose is held. 

Once a situation of interest has been determined, we perform the 
action associated with that event. E.g., if the VIP is detected as being 
hurt, the drone may capture their current state, say, as a video clip 
from performing a 360◦ rotation around them, by taking a close-up 
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photo, or by getting close and recording an audio message from 
them , and send this through the mobile device to their emergency 
contacts and/or frst responders. 

In future, we plan to extend the set of such situations we can 
auto-detect and their corresponding actions, e.g., existing crowd-
counting DNN models can be used to detect if the VIP is approach-
ing a crowded area and alert them, even to the extent of detecting if 
the crowd is masked or not during a fu or pandemic season. Future 
actions may also include requesting a service drone to reach the 
VIP’s current location with a frst aid kit [28]. We may also use the 
visual sensing with other mediums such as the accelerometer on 
their smart phone or some audible gasp detected using a Bluetooth 
headset to confrm a fall. We also propose to extend the accuracy 
of the detections by limiting the pose detection only for the VIP 
(rather than all entities in a frame) by limiting the pose estimation 
to the bounding box where the VIP is identifed by the hazard vest 
detection model and tracking it in the subsequent frames. 

4.3 Gesture-based Intuitive Interface 
We use a vision-driven gesture approach for the VIP to intuitively 
instruct the Ocularone platform through the buddy drone to per-
form specifc actions. Here, specifc hand gestures by the VIP are 
mapped to specifc programmable tasks to be performed. This can 
complement audio-based instructions provided through a Bluetooth 
headset in case of a noisy neighborhood, a location requiring silence, 
or if the VIP does not wish to reveal what they are instructing. 

The buddy drone captures the gesture from the VIP and using 
a similar body-pose estimation model like the one above, it deter-
mines the gesture and takes the corresponding action. We have 
trained the pose classifer for two additional pose classes: single 
hand-up pose which when detected will have the drone hover in-
place, and hand-pointing pose to request the drone to land. E.g., to 
take a break when walking, the VIP can raise their hand to ask the 
drone to pause and hover in-place while keeping the VIP in its FoV; 
or if the VIP completes their walk, they can show a gesture to land 
and park the drone, or release it to be returned to the base station 
for charging. Here again, we have a threshold duration for which 
the gesture is held before it is treated as a command. 

In future, false positives for gestures can be further mitigated 
by the drone asking for a positive confrmation from the VIP of 
the detected gesture by using an audio cue. We can also confgure 
the gestures to conform to existing community or accessibility 
standards for such actions that may exist. 

5 VALIDATION 
We validate our prototype implementation of Ocularone using 
a managed experimental setup within our campus environment. 
Specifcally, we design scenarios to verify the feasibility of buddy 
drone shadowing the VIP, situation awareness, and the gesture-based 
interface. The experimental setup and results are described below. 

5.1 Setup 
Ryze Tello drone [39] powered by DJI is used as the buddy drone for 
a VIP. Tello is a lightweight quad-copter with a nano form factor 
that weights just 80�. It has an onboard 720p HD monocular camera 
that generates feeds at 30 frames per second (FPS), infrared sensors, 

an internal downward-facing camera to keep the Tello stable and 
an altimeter to determine the height from the ground. We use an 
Nvidia Jetson Xavier Nano developer kit [16] as our accelerated edge 
mobile device. It has a 128-core Maxwell GPU, quad-core ARM A57 
CPU @ 1.43 GHz, 4GB RAM shared by CPU and GPU, and uses an 
SD-card for storage. It measures just 70 × 45 �� in size, is 280� 
heavy, and consumes < 10� of power. It can be powered using a 
USB battery pack. The Tello uses WiFi 802.11� protocol at 2.4 ��� 
to interface with the Jetson Nano with a WiFi dongle. This has a 
range of 100� with a clear line of sight. This link is used to send live 
video data from the drone camera and to receive control commands 
from the edge. 

The Nano runs two DNN inferencing models: YOLOv4-tiny for 
hazard vest detection model, and the Google MediaPipe pose es-
timation model for situation awareness and gestures. These have 
an average inferencing latency of 90�� and 170�� per frame, re-
spectively. We run YOLO on the video frames sampled at 6 FPS 
whereas pose estimation is inferenced at 2 FPS. These frame rates 
are chosen to balance the computational budget of performing the 
inferencing on the edge (90�� × 6 + 170�� × 2 = 880�� of computa-
tion load per second of video), and the responsiveness required for 
the task performed – with shadowing the VIP using the hazard vest 
detection being more time sensitive compared to pose detection 
that is tolerant to latency. The latency to decide the next action 
based on the DNN inferencing and send the relevant commands 
from the Nano to the drone takes a negligible ≈ 1 �� . This allows 
for real-time tracking of the VIP, and their pose estimation for the 
situation awareness and gesture recognition. 

The scenarios described below are conducted in a controlled 
outdoor environment at our university campus. There is no active 
vehicle or foot trafc during the experiments. One of the co-authors 
served as a proxy subject for the VIP. The proxy is not visually 
challenged and performs his tasks in a measured but natural manner. 
Our system is confgured to have the Tello drone follow behind the 
VIP at a constant distance of ≈ 2� while maintaining a constant 
height of ≈ 130�� from the ground. In our experiments, the Nano 
was placed in the vicinity of the drone and the VIP (but not on 
their person). This does not impact the functional accuracy of the 
experiments. 

5.2 Results 
Fig. 4a shows a third-person view captured using an external camera 
of the buddy drone autonomously following the person wearing 
the hazard vest. Further, we evaluate fve scenarios for gesture 
recognition and situation awareness described below. For each, we 
show in Figs. 4b–4f a representative video frame from the drone 
camera overlaid with the body landmarks returned by the the body 
pose estimation model. We report the classifcation of diferent 
poses by the model in the top left of the frame and the corresponding 
commands being sent to the drone on the top right corner. The 
supplementary video accompanying this article has more details. 

In Fig. 4b, the body pose model and our trained SVM classifer 
are able to detect from the drone video that the VIP has raised one 
hand above their shoulder level, and this is mapped to the HOVER 
command. This requests the drone to hover at its current position 
and stop following the VIP, until the same gesture is shown again. 



Ocularone: Exploring Drones-based Assistive Technologies for the Visually Impaired CHI EA ’23, April 23–28, 2023, Hamburg, Germany 

(a) Tello drone (circled) following a VIP (b) VIP gesturing for drone to hover (Drone camera view) (c) VIP gesturing for drone to land (Drone camera view) 

(d) VIP in safe upright position (Drone camera view) (e) VIP kneeling upon a simulated injury (Drone cam view) (f) VIP after a simulated fall (Drone camera view) 

Figure 4: Validation of Ocularone prototype using a proxy VIP for several scenarios in a controlled campus environment 

In Fig. 4c, the body pose and SVM models detect that the VIP has 
raised their hand perpendicular to the body and enacts the LAND 
DRONE command, which instructs the drone to land. 

Finally, we report evidence for real-time situation awareness. 
These poses are critical as they may imply a health and safety 
condition requiring immediate attention. In Fig. 4d, the body pose 
and SVM models detect the default pose of the VIP in an upright 
position and treats this as a SAFE situation, which does not require 
the drone to take any alternate action. In Fig. 4e, the VIP sits in a 
kneeling position to simulate an injury. The models classify this 
position accurately as kneel. Similarly, in Fig. 4f, the VIP simu-
lates a fall which is also correctly detected by the models. In both 
these case, the drone maps the pose of the VIP to the situation of 
FALL DETECTED, which can be used to trigger some emergency 
command. 

6 DISCUSSION AND CONCLUSION 
In this paper, we have proposed the Ocularone distributed analyt-
ics platform to leverage a feet of drones with onboard cameras 
for guiding the visually impaired in an urban environment. We 
have also described a light-weight prototype implementation of the 
platform with initial validation in a controlled space. The vision 
features provided by the drones add an extra dimension to the sen-
sory surroundings of the VIP. Existing technologies either curtail 
the autonomy of the users by adding weight or provide a limited 
FoV to the VIP, thus restricting their mobility in an unaided manner. 
Further, our platform can be used in collaboration with other smart 
devices with a higher battery capacity, lower form factor, etc. This 

socio-technical collaboration can help the VIPs feel more connected 
to their surroundings and help them experience life from a diferent 
perspective. 

Our design, however, has certain limitations. Using drones for 
the visually impaired on a day-to-day basis has not been deployed 
earlier, thus making it challenging for them to be accepted as safety 
devices. Passers-by may be curious and attempt to interfere physi-
cally with the drone’s operations. The framework is also restricted 
by technical challenges. Small consumer drones have limited bat-
tery capacity, currently ranging in 10s of minutes. Lightweight 
drones may fail in adverse environmental conditions like heavy 
rains, wind gusts, etc. Due to the mobility of VIP, there may be 
network variation between the edge device and the cloud that in-
creases the latency for of-loading costly analytics. We also need 
to investigate the trade-ofs between the speed of the VIP and the 
accuracy of our system in processing real-time results. Inaccuracies 
in the computer vision models due to low lighting, etc., may cause 
a drone to operate incorrectly and potentially collide with the VIP, 
nearby people, or proximate objects. 

Besides attempting to address some of these limitations, we plan 
to further extend the prototype implementation to achieve the other 
design goals we have proposed. As ongoing work, we are examining 
path-planning for real-time collision avoidance for the VIP and for 
the buddy drone. We also propose to make our system robust in 
case the VIP goes out of FoV of the drone momentarily. We will 
also explore algorithms for the coordination of multiple drones 
deployed as a part of our platform, which can be challenging. We 
need to further validate our work using real VIP subjects (after 
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human subject committee approvals) to understand the practical, 
technical and social gaps, and adapt it to suit the end-user. Overall, 
we believe using multiple drones with edge computing, computer 
vision, and AI can signifcantly enhance the independence and 
quality of life for visually impaired persons. 
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