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ABSTRACT Congestive heart failure is among leading genesis of concern that requires an immediate
medical attention. Among various cardiac disorders, left ventricular systolic dysfunction is one of the well
known cardiovascular disease which causes sudden congestive heart failure. The irregular functioning of a
heart can be diagnosed through some of the clinical attributes, such as ejection fraction, serum creatinine
etcetera. However, due to availability of a limited data related to the death events of patients suffering from
left ventricular systolic dysfunction, a critical level of thresholds of clinical attributes cannot be estimated
with higher precision. Hence, this paper proposes a novel pseudo reinforcement learning algorithm which
overcomes a problem of majority class skewness in a limited dataset by appending a synthetic dataset across
minority data space. The proposed pseudo agent in the algorithm continuously senses the state of the dataset
(pseudo environment) and takes an appropriate action to populate the dataset resulting into higher reward.
In addition, the paper also investigates the role of statistically significant clinical attributes such as age,
ejection fraction, serum creatinine etc., which tends to efficiently predict the association of death events of
the patients suffering from left ventricular systolic dysfunction.

INDEX TERMS Pseudo reinforcement learning, k−nearest neighbours, heart failure, synthetic data, support
vector machine.

I. INTRODUCTION
Cardiovascular disease (CVD) is one of the proliferated
abnormal condition that negatively affects the structure as
well as function of the heart and blood vessels. Some of
the diseases, such as heart failure, stroke, congenital heart
defects, abnormal heart rhythms and peripheral artery disease
lies in the larger subset of CVDs. According to the World
Health Organization (WHO), CVDs are actively contributing
towards global mortality and morbidity. In coming decade
i.e. from 2020 to 2030, the death share due to CVDs is
likely to pile-up from 31.5% to 32.5% [1], resulting into
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additional 3.7 million deaths worldwide. The 1%, increment
in the overall death share is due to several factors that elevates
the risk of developing CVDs, such as age, diabetes, anaemia,
smoking, ejection fraction and serum creatinine etc.

In general sense, the co-existing medical conditions
(comorbid) such as diabetes, anemia and high blood pressure
along with aging are some of the major risk factors for CVDs
[2], [3]. The studies have reported that the aging process
causes the progressive loss of physiological development
at molecular, cellular and tissue levels which leads to an
increase in CVDs [4]. On the other hand, several seminal
researchers explored the link between CVDs and diabetes,
which shows that CVDs are most prevalent cause of death in
diabetic patients [5]–[7]. The level of the glucose gets high
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in diabetic patients which can damage the artery wall and
increases deposition of fat in the coronary arteries, which
might lead to possible heart arrest.

Another well known factor which adversely impacts the
functioning of a heart due to CVDs is anemia. In anemia
condition, a fall in the level of haemoglobin (Hb) results
into inefficient oxygen carrying capacity of the blood that
eventually increases mortality in CVDs [9], [10]. Similar to
a low haemoglobin condition, high hematocrit or Hb levels
is also linked to CVDs [11], [12]. In case of hematocrit,
body makes too many red blood cells that makes the blood
thicker and ultimately lead to clots, heart attacks, and stroke
[11], [12]. Some of the recent studies have directly associated
the role of anemia in the dilation of left ventricular leading to
left ventricular systolic dysfunction (LVSD) [13], [14].

The ejection fraction is one of the well known factors
which distinguishes LVSD in the patients by measuring
possible anomaly in the percentage of blood leaving the
heart whenever it contracts. In UK alone, approximately
120,000 peoples hospitalise each year due to LVSD [15].
Other factors that are also important in analysing the func-
tioning of the heart are serum creatinine, serum sodium,
creatine phosphokinase (CPK), smoking behaviour, platelets
etc. [16]–[21]. The aforementioned factors are vital indicator
in anticipating the abnormality of the heart functioning which
can be used to accurately predict the survival of the patients
with the help of in–silico models [22].

The development of an in–silico computational technolo-
gies are vital for predicting the death events of patients suffer-
ing from LVSDwith the help of various health characteristics
of the patients. For example, features such as levels of serum
creatinine, serum sodium and CPK enzyme in the blood
can be used for identification and classification of possible
healthy functioning of the heart. However, it is worth noting
that the prediction accuracy of in–silico technologies solely
depends on the singularity of each feature of the patients in
the group with respect to other groups of patients.

SVM model is one of the most broadly employed
in–silico machine learning algorithms that is used for the
bi-classification of events. The core idea of SVM algorithm
is to estimate the classifying hyperplane and maximize the
margin between the events. There are some major obstacles
in using machine learning algorithms in bioinformatics; out
of which one of the widely known limitation in a complex
real-world dataset is to accurately determine a unique fea-
ture of a class which can efficiently distinguish it from the
remaining classes [23]. Another highly significant limitation
is the inbuilt skewness within the training classes, which
tends to influence the overall training process of the machine
learning algorithms by inflicting higher bias towards majority
class [24].

To overcome the above limitations, one the core objectives
of this paper is to observe a subset of clinical attributes which
are likely to contribute significantly in estimating a probabil-
ity of the death event. The additional advantage of estimating
the significant sub-factors is that it would act as support

system for the doctors, which can help in diagnosing the early
signs of possible survival event of the patient due to LVSD.
Another objective of this paper is to enhance the prediction
accuracy of the death events by reducing the skewness in
the training dataset with the help of pseudo reinforcement
learning.

This reminder of the paper is organized as follows. A brief
overview of the dataset and pseudo reinforcement learning
are described in Section II. A statistical significance of the
feature space and generation of synthetic dataset is discussed
in detail in Section III, followed by concluding remarks in
Section IV.

II. MATERIALS AND METHODS
A. DATABASE
The dataset is broadly classified into death events of the
patients suffering from left ventricular systolic dysfunc-
tion (LVSD) and falling in NYHA class III and IV [4]. The
dataset comprised of medical records of 299 heart patients
lying within the age group of 40-95 years, has been col-
lected at the Faisalabad Institute of Cardiology and at the
Allied Hospital in Faisalabad (Punjab, Pakistan) in the span
of 9 months starting from April 2015 to December 2015 [4].

The survival of the patients has been recorded into cat-
egorial binary events, i.e. positive instances or no-death
event is recoded as binary-zero, while the dead instances
of the patients is recorded as negative instance and repre-
sented as binary-one. It is worthy to note that, the dataset is
skewed towards negative death instances compared to posi-
tive instances i.e. in total only 96 cases have been recorded
compared to 203 no-death cases, which is one of the major
limitations that may lead to Type-II error in machine learning
algorithms and hence can result into inaccurate prediction of
death instances

To predict the death events, the dataset consists of twelve
features, out of which six features namely anaemia, diabetes,
high blood pressure, gender and smoking are category fea-
tures which have been represented in the binary form, while
all the remaining features have been recorded in numeric
form. To glance the distribution of all the individual features
in the feature space have been illustrated in the form of rain-
cloud plots in Supplementary file S1, which is a combination
of raw data points, boxplot, and kernel distribution [25], [26].

In order to visualise the role of comorbidity in the patients,
Fig. 1 has been plotted by focusing on age and gender of the
patients, because aging is one of thewell known lemmawhich
suggests significant relation between comorbid and death
events. The small size of circles in the scatter plot represents
female patients, while large circles represents male patients.
On the other hand, the green colour represents no-death
events, while blue represents recorded death events.

Fig. 1(a) distinguishes the role of low haemoglobin level
and age factor on the death event of the patients, which
suggests that 20 females (out of total 34 deceased females)
and 26 males (out of total 62 deceased males) lying in a
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FIGURE 1. Dispersion of patient data suffering from LVSD along with additional medical condition namely: (a) Anaemia, (b) Diabetes, and (c) High
blood pressure; with respect to gender and age.

similar age group of 42-95 and 45-95 respectively are unable
to survive, and had been suffering from LVSD along with low
haemoglobin concentration levels. Similarly from Fig. 1(b),
it can be observed that the 20 diabetic female patients of age
group 42-82 years, and same number of diabetic male patients
from the age group of 45-94 years are unable to survive due to
LVSD disorder. In Fig. 1(c), there are 17 deceased female and
22 male patients due to hypertension and LVSD, which are
lying in the age group of 46-95 and 45-94 years respectively.

B. PSEUDO REINFORCEMENT LEARNING MODEL
As stated earlier, the core objective of the work reported
in this paper is to deal with the problem of data skewness
or imbalance in training data which tends to worsen the
performance of the machine learning models specifically in
terms of prediction of minority class. In order to deal with the
limitation of class skewness in the dataset, a reinforcement
learning approach has been adopted [27]; which considers
the original data space as environment and takes action by
continuously populating that data space by appending it with
the synthetic data (also called pseudo state). In this work,
k−nearest neighbour (k−NN) algorithm has been used as an
agent which takes an action by predicting the possible class of
randomly generated synthetic data points, and then appending
it in the environment by registering the reward of that specific
action.

Analogous to the classical reinforcement learning [28],
the proposed agent has a goal to develop a synthetic data by
continuously sensing the state of the dataset (environment)
and taking the appropriate action to influence the dataset.
It is worthy to note that, in the proposed supervised learning
problem, the reward process in the advantage table (A-table)
is dependent on the coefficient of Goodman and Kruskal’s
gamma (or γ coefficient) [29] of the statistically signifi-
cant features. To obtain the specific set of features which
significantly define the relation with the death events, three
statistical measures namelyχ2 test for independence, Kruskal
Wallis one-way ANOVA, and Mann Whitney U test have
been adopted [29].

The reward value (R) of pseudo reinforcement learning
depends on γ coefficient value and ranges from +1 to −1.

When the value of γ coefficient for a synthetic dataset is
perfectly consistent with the original dataset, then the reward
in A-table will be recorded as +1, else the reward will
proportionally vary to as low as −1 for perfect negative
correlation. The termination of the state-action process solely
depends on the dilution of the data imbalance problem, that
is, the appending process of a minority class would continue
through pseudo reinforcement learning until the new syn-
thetic data space has attained a balance between the positive
and negative classes.

III. RESULTS AND DISCUSSION
A. AALEN’s ADDITIVE REGRESSION MODEL
To further strengthen the lemma, the individual impact of age
as well as all the remaining features have been analysed on the
survival of the patients through Aalen’s additive risk model,
which estimates the influence of covariates in impacting the
survival of patients over follow-up time [30].

Let the dataset contain information of rightly censored
death event ε of total n individuals, where each individual is
defined via f number of covariates. Let, the complete training
dataset D can be considered as combination of minority and
majority classes i.e. D := Dmin ∪ Dmaj; and the information
of ith individual in D can be defined in the triplet form as:
[ti, εi, di(t)], where 0 ≤ t ≤ ti, ti is follow-up time, di(t) is a
feature space of ith patient and i = 1, 2, · · · , n.

For ith individual, the conditional hazard rate h for a given
feature Di = (di1, di2, · · · , dif ) at time t can be represented
as:

h[t|Di] = βo(t)+
f∑

m=1

βm(t)dim (1)

where, βo(t) is baseline hazard. The cumulative hazard func-
tion (ĥ) can be obtained by integrating the conditional hazard
rate over time t , i.e.

ĥ[t|D] =
f∑

m=0

dm

∫ t

0
βm(u)du (2)

=

f∑
m=0

dmBm(t) (3)
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FIGURE 2. Cumulative regression coefficient values of Aalen’s additive regression model for: (a) Age, (b) Anaemia, (c) CPK, (d) Diabetes, (e) EF, (f) High
BP, (g) Platelets, (h) Serum creatinine, (i) Serum sodium, (j) Gender, (k) Smoking, and (l) Baseline.

where, d0 = 1,B0(t) is a baseline cumulative hazard func-
tion, and Bm(t) is cumulative regression coefficient for kth
covariate [31]. Note that, the additive survival analysis is
helpful in extracting the most statistically significant factors
whose behaviour should be kept intact while appending the
synthetic data.

Fig. 2 illustrates the cumulative regression coefficient val-
ues along with 95% confidence limit of Aalen’s additive
regression model for all the covariates over 241 follow-up
days interval. By observing the slope and limits of confi-
dence of cumulative regression coefficient of all the covari-
ates, it can be asserted that only three features namely age,
EF, and serum cretinine are playing significant role in pre-
dicting hazard associated with the patients. While all the
remaining features including baseline subject, the regres-
sion curve include origin of cumulative regression coef-
ficient either in lower or upper 95% confidence limit,
which suggest no effect on hazard rate due to that specific
feature.

Further strengthening the role of aforementioned three
factors, Table 1 indicates the Aalen’s additive cumulative
coefficient of all the features, which further explains the role
of the aforementioned three covariate in predicting the haz-
ard level. The exponentiated coefficients of the statistically

TABLE 1. Estimated slope and cumulative regression coefficients (ĥ) of
Aalen’s additive regression model.

significant covariate in Table 1 can be interpreted as holding
a multiplicative effects on the hazard, which are mentioned
below:

• Holding the other covariates constant, an additional
year of age increases the hazard by a factor of
e1.81×10

−04
= 1.0001 on average, that is, by 0.01%.

• In contrast, higher EF decreases the hazard by a factor
of e−1.81×10

−04
= 0.9998, or 0.02%.
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TABLE 2. Results of χ2 test, Kruskal-Wallis one-way ANOVA and Mann-Whitney U test for estimating impact of all the features on death events.

• Similarly, higher serum creatinine in blood increases the
hazard by a factor of e−2.28×10

−03
= 1.0022, that is,

0.22%.

B. χ2 TEST, KRUSKAL-WALLIS ONE-WAY ANOVA AND
MANN-WHITNEY U TEST
In this section, a role of each feature has been estimated by
statistically differentiating the death events of the patients
with the help of three statistical tests. Observing Table 2,
it can be stated that only five factors namely, age, EF, serum
creatinine, serum sodium and follow-up time are significantly
defining the relation with death events. Note that, compared
to Aalen’s hazard model, an additional factor namely serum
sodium is also suggested as significant by χ2 test. In our case,
follow-up time cannot be considered as a stand-alone medical
feature which has its own existence for providing information
on LVSD patients.

To further strengthen the argument about the role of
serum sodium in significantly defining the death events,
Kruskal-Wallis one-way ANOVA and Mann-Whitney U test
have also been considered. Further observing Table 2, it can
be asserted that along with serum sodium, the remaining
aforementioned factors have rejected the null hypothesis and
suggest that the there is a significant difference between the
deceased and non-deceased patients which is arising due to
variation in the age, EF, serum creatinine, and serum sodium.

C. PSEUDO REINFORCEMENT LEARNING AND
SYNTHETIC DATASET
In this step, the limitation of class skewness in the training
dataset has been subdued by appending the minority class
(Dmin) of the original datset through pseudo reinforcement
learning and transforming it into the synthetic class (Dsyn

min)
without largely deflecting the reference γ coefficient value
of all the statistically significant features of original dataset.
The immediate reward can be estimated as follows:

R =

∑5
j=1

1−

∣∣∣∣∣∣γ
obs
j − γ

ref
j

γ
ref
j

∣∣∣∣∣∣


5
(4)

where, γ refj is reference γ value, and γ obsj is observed γ
value. Ideally the value ofR is unity for the synthetic dataset
which is in perfect agrement with the original dataset. The
action of the appending process is performed by the k−NN
agent, which immediately reward the populating process of
pre-trained k−NN variant. Note that, the agent only picks the
majority voted synthetic data point which has been bagged in
the favour of minority class within the region of k neighbours,
and then append it in the original dataset for estimating the
reward of that task.

The three pre-trained variants of k−NN i.e. 1, 5, and
15 nearest neighbour(s) are considered in this work. Among
considered variants, a simplest one is 1-NN, which predicts
the death event ε̂ϑ of the unknown individual ϑ (defined
via feature D̂ϑ ) by opting εi of Di lying closest to D̂ϑ . The
Euclidean distance metric (E) between features (Di, D̂ϑ ) can
be estimated as follows:

E2
i (Di, D̂ϑ ) =

f+1∑
m=1

(dim − d̂ϑm)2 (5)

where, i = 1, 2, · · · , n, and di(f+1) is follow-up time. The
unknown death event ε̂ϑ can be predicted as follows:

ε̂ϑ = {εi|argminDi
E2
i (Di, D̂ϑ )} (6)

Similarly, the other two variants are more generalised
k−NN network, which estimates the death event associ-
ated with D̂ϑ through maximum voting, i.e. the surrounding
region comprising k neighbours Nk (Di′ , εi′ ) that holds max-
imum probability of occurrence (p) of death event in that
region, i.e.

ε̂ϑ = {εi′ |argmaxεi′ p(εi′ |Nk (Di′ , εi′ ))} (7)

where, (Di′ , εi′ ) ∈ (Di, εi).
After supervising the agents, the pseudo reinforcement

learning process generates a set of synthetic point set (φsyni )
by introducing 100 normally distributed data points around
each feature Di. Then the agent utilises a pre-trained knowl-
edge to suggest the class of each synthetic point and bag
all the common members to synthetic minority class (φsynmin),
where φsynmin ∈ φ

syn
i .

The second step of pseudo reinforcement process initiates
by randomly opting an element of φsynmin after appending it into
Dmin and evaluating the reward with respect to perturbation
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FIGURE 3. Raincloud representation of A-table constituting all the data
points introduced around each minority feature Di by the agent with:
(a) 1 nearest neighbour, (b) 5 nearest neighbours, and (c) 15 nearest
neighbours.

in γ ref coefficient value which is defined in eq.(4). The
appending action continues until the skewness between the
classes reaches close to 90% balance.

It is worth noting that, the reward of the pseudo reinforce-
ment learning process continuously updates itself and solely
depends the entire history of the data points appended into the
dataset called states. Depending on the relation of reward and
action, the agent recommends the variant of k−NN to either
alter or continue with the priority level of the agent.

Fig 3 represents the distribution of R within A-table. The
columns of theA-table is comprised of three k−NN variants,
and rows demonstrate the number of synthetic data points
populated in the original dataset with respective R values.
It is worthy to note that, according to the box plot and
kernel distribution, the upper quartile of all the variants of
the agent are constituting 25% of theR values in the range of
[0.6, 1], which suggests the fact that the synthetic data points
appended via pseudo reinforcement learning by any of the
variant are lying in a close proximity to original dataset and
they have largely retained its correlation with original dataset.
Further, correlating the performance of all the three agents,
it has been found that the pseudo reinforcement learning
constituting only a single agent with 1 nearest neighbour is
able to achieve slightly better performance, compared to the
remaining two agents.

D. PERFORMANCE OF SVM CLASSIFICATION MODEL
In order to evaluate the role of pseudo reinforcement learning
in generating the synthetic data which has a tendency to effec-
tively predict the survival rate of LVSD, a variants of SVM
classification models has been developed. The SVM model
can predict a new information based on its training inputs
by differentiating the survival class of the patients through
optimal classification boundary [32]. For a given training set
(xi, yi), i = 1, 2, · · · , n where xi ∈ Rn and yi ∈ {−1, 1},
the SVM minimizes the gap (d = 2/||Ew||) between two
hyperplanes H1 and H2 by maximising the modified dual
Lagrange objective function, i.e.:

max
n∑
i=1

βi −
1
2

n∑
i=1

n∑
j=1

βiβjyiyj(xi · xj)

s.t. Ĉ ≥ βi ≥ 0 ∀i,
n∑
i=1

βiyi = 0 (8)

where, β is Lagrange constraint, and Ĉ is a soft control
variable. In order to deal with the problem of non-linear
classification, the expression (xi · xj) modifies to K (xi, xj),
where K represents kernel function. In this work, the evo-
lution in the performance of SVM is computed for four type
of kernels, that are linear, quadratic, cubic, and radial basis
function (RBF).

Table 3 represents the performance of SVM model trained
over skewed original dataset of 299 heart failure patients for
classifying the death events. The overall dataset is broadly
classified into three forms, namely original, redundant, and
synthetic datasets. To curtail the bias of the majority class,
the redundant dataset is the one which uses the same copies
of the data points exists in the minority class. The other
possibility of reducing bias of majority class can be achieved
by trimming the random data points of the majority class.
However, the trimming process retrenches the bias at the cost
of losing the vital information which might be available in the
majority class. Hence, the non-feasible trimming process has
not been performed in this study.

By utilising entire features of the dataset, the SVM model
is able to achieve a best accuracy of 81.27% for the linear
kernel (refer Table 3). In contrast, the two of the possible
ways to reduce the skewness of the dataset is to either embed
the redundant data points of minority class in the dataset
or embed the new data points via scientific algorithms like
reinforcement learning.

To reduce the skewness of the dataset, the redundant
method is likely to use the partially same information for
10-fold cross validation which has already been used in train-
ing dataset; hence deeming the redundant method as scien-
tifically flawed. To estimate the impact of such redundancy,
a monte-carlo simulation has been performed on a redundant
dataset which has been randomly partitioned into 10-folds;
and the mean value of the performancemetrics is used as final
aggregate value for comparison. In Table 3, the best SVM
variant trained over a redundant dataset is RBF, which is able
to achieve an accuracy of 83.79%. Note that, in Table 3 and
Table 4, the top two performing metrics are represented with
boldface.

The synthetic dataset developed using pseudo reinforce-
ment learning is giving best accuracy of 87.01% for the
linear kernel. It is worthy to note that a quick comparison
of the accuracy of all the respective kernels with different
datasets reveals that the synthetic dataset has outstandingly
outperformed and is giving best accuracy for linear and RBF
kernels. A similar trend can be observed in Table 4, in which
the RBF kernel is able to train the model in a best possible
way. However, the overall glance of Tables 3 and 4 suggest
that, opting a subset of statistically significant feature might
have reduced the computational complexity of the training
process but have worsen the accuracy of the model. Such
behaviour is highlighting a fact that, the combination of some
of the features which are not statistically significant, are also
actively contributing in enhancing the accuracy of the SVM
model.
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TABLE 3. Performance of four variants of the SVM model trained over entire dataset.

TABLE 4. Performance of four variants of the SVM model trained over subset of statistically significant features.

Similarly, for entire feature set, the RBF and linear kernels
are giving comparatively better results for synthetic dataset
for three metrics namely sensitivity, specificity and MCC;
while The AUC value of synthetic dataset is not among the
top two, but is comparatively equivalent to them. In contrast,
for statistically significant feature subset, the RBF kernel is
giving comparable performance for synthetic dataset in terms
of AUC, sensitivity and specificity.

Investigations have revealed that, generally in bioinformat-
ics, balancing the skewness of the classes prior application of
machine learning algorithms is not been a common practise
which can dreadfully affect the performance accuracy of the
machine learning models by introducing statistical impre-
cision such as type I and type II errors. A low percentage
of specificity and sensitivity for original dataset in Table 3
signify higher type I and type II errors.

Whilst the pseudo reinforcement learning has compara-
tively reduced both the statistical errors and notably increased
the performance of the machine learning models. The RBF
kernel of the synthetic dataset gives best performance com-
pared to other SVM kernels which is evident from the highest
number of boldfaced values. Similarly in Table 4, the RBF
kernel again gives best performance, while deteriorated the
overall subjective values due to exemption of some of the
features which are significant for a better classification.

It is worthy to note that the importance of statistically
significant feature subset can be observed by comparing the
rows of original dataset in Tables 3 and 4. It is the case, when
appending of synthetic data is not in a priority. Under such

scenario, the cubic kernel of the SVM model applied over
statistically significant features is able to deliver better accu-
racy, sensitivity, specificity and MCC. Compared to entire
dataset, the statistically significant features are able to give
a substantial difference of +6.69% in accuracy, +4.14% in
sensitivity, +19.89% in specificity, and 0.1445 extra posi-
tive correlation in MCC. Hence, either the machine learning
model developed from a subset of significant features can
be employed by the doctors, or the subset of features can
be used as standalone determinant in efficiently anticipat-
ing a possible death instance based on its critical threshold
levels.

IV. CONCLUSION
In this paper, a novel pseudo reinforcement learning algo-
rithm has been introduced, which helps in reducing the skew-
ness between the classes of the training dataset by appending
the synthetic population of data across originalminority class.
The pseudo agent of the proposed algorithm efficiently fulfils
an objective of minimisation of class skewness by sensing
its overall state through immediate reward. By performing
such task, the proposed algorithm satisfies the core idea of
curtailing the training bias, which otherwise has negatively
influenced the overall learning process. Further, the statistical
analyses of the dataset suggest that, out of twelve features,
the four clinical sub-features namely age, ejection fraction,
serum creatinine and serum sodium along with follow-up
time have significantly defined the relation with the death
events. Hence, the aforementioned clinical sub-factors can be
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utilised by the doctors to forecast the early signs of a possible
survival of the patients due to LVSD.
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