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ABSTRACT
The derivation of analytical equations of non-continuum macroscopic transport phenomena is underpinned by approximate descriptions of
the particle distribution function and is required due to the inability of the Navier–Stokes equations to describe flows at high Knudsen num-
ber (Kn ∼ 1). In this paper, we present a compact representation of the second-order correction to the Maxwellian distribution function and
13-moment transport equations that contain fewer terms compared to available moment-based representations. The intrinsic inviscid and
isentropic assumptions of the second-order accurate distribution function are then relaxed to present a third-order accurate representation of
the distribution function, using which corresponding third-order accurate moment transport equations are derived. Validation studies per-
formed for Grad’s second problem and the force-driven plane Poiseuille flow problem at non-zero Knudsen numbers for Maxwell molecules
highlight an improvement over results obtained by using the Navier–Stokes equations and Grad’s 13-moment (G13) equations. To establish
the ability of the proposed equations to accurately capture the bulk behavior of the fluid, the results of Grad’s second problem have been
validated against the analytical solution of the Boltzmann equation. For the planar Poiseuille flow problem, validations against the direct
simulation Monte Carlo method data reveal that, in contrast to G13 equations, the proposed equations are capable of accurately capturing the
Knudsen boundary layer.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0143420

I. INTRODUCTION

Several transport equations of varying degrees of accuracy and
complexity have been derived by using approximations of the distri-
bution function obtained through the Chapman–Enskog multi-scale
expansion. Of these, the well-known Navier–Stokes (N–S) equa-
tions, which are the first-order approximation to the Boltzmann
Equation, can be used in their original form only for the continuum
flow regime where the Knudsen number, Kn, is less than 10−3. How-
ever, there are several real-life problems where the flow variables
can no longer be treated as continuum fields.1–7 In such situa-
tions, the N–S equations need to be either augmented or abandoned
altogether.

For flows in the slip flow regime (10−3 < Kn < 10−1), the
Knudsen number envelope of the N–S equations has been
extended by providing modified descriptions of the velocity and

temperature boundary conditions.8–10 Nevertheless, despite incor-
porating these modifications, the N–S equations only capture weak
non-equilibrium scenarios and lose their applicability beyond Kn
greater than 10−2.11,12 As a result, various higher-order transport
equations have been developed to account for the non-equilibrium
effects for Kn greater than 10−1. These higher-order transport equa-
tions can be broadly classified into distinct categories on account
of the significantly different approaches adopted to construct the
required distribution function:10 the Burnett type equations1,2 and
moment method-based equations.13,14 In this paper, we focus on
moment method-based formulations.

The first category of higher-order transport equations, namely
that of the Burnett-type equations, originated from the origi-
nal Burnett equations,15 which make use of the second-order
approximation of the distribution function obtained from the
Chapman–Enskog expansion to present non-linear constitutive
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relationships for the stress tensor and heat flux vector. The second-
order distribution function used to derive the original Burnett equa-
tions contained material derivatives of the field variables,1 presented
an alternate form, namely the Conventional Burnett equations,
wherein the material derivatives were replaced by the spatial gradi-
ents described by the Euler equations. To improve the order of accu-
racy of second-order Burnett equations, an 𝒪(Kn3) set of equations,
namely the super-Burnett equations,16 was obtained to avoid the
inviscid and isentropic assumptions associated with the Euler equa-
tions. To address the stability concerns associated with the original,
conventional, and super-Burnett17 equations, Zhong, MacCormack,
and Chapman18 derived the augmented Burnett equations by intro-
ducing certain super-Burnett terms into the original Burnett equa-
tions. It is also important to emphasize that the augmented Burnett
equations and, indeed, the original Burnett and super-Burnett equa-
tions were found to violate the H-theorem,19 a kinetic equivalent of
the Second Law of Thermodynamics. However, the BGK-Burnett
equations20,21 were found to provide stable, H-Theorem consistent
numerical solutions albeit at the cost of recovering a nonphysical
unit Prandtl number.22 Despite significantly contributing to scien-
tific understanding, the above-mentioned equations are associated
with several drawbacks. Therefore, apart from the Burnett variants
mentioned earlier, thermomechanically consistent Burnett,23 sim-
plified Burnett,24 and reduced Burnett25 equations have also been
presented.

Moment-based higher-order transport equations were pro-
posed by Grad13 as a simpler alternative to Burnett-type equations.
The well-known, linearly stable Grad’s 13-moment, or G13, equa-
tions were derived by expressing the distribution function in terms
of a Hermite polynomial expansion with the macroscopic hydro-
dynamics being obtained by taking moments of the Boltzmann
equation. However, in contrast to Burnett-type equations, the stress
tensor and heat flux vector in the momentum and energy equa-
tions, respectively, were retained as primary variables in addition to
density, velocity, and temperature in the moment-based approach,
with separate evolution equations being prescribed to describe their
dynamics.

The G13 equations have demonstrated the ability to capture
several rarefied phenomena,10,26–28 which elude the N–S equations.
However, it is noteworthy that the G13 equations have been success-
fully applied to only a few boundary value problems29 as they fail
to capture the boundary layer10 and produce discontinuous shock
structures for Mach numbers ≥1.65 due to their symmetric hyper-
bolic nature.14,30 These limitations prompted the development of
𝒪(Kn3) accurate regularized 13-moment or R13 equations that use
a regularization method to correct the G13 equations by incorpo-
rating correction terms taken from the super-Burnett equations.31,32

Furthermore, in order to push the parameter range for which
accurate results can be obtained,33 proposed fifth-order regularized
26-moments, or R26, equations by expanding the set of primary vari-
ables from 13 to 26. Due to the modifications introduced, both the
R13 and R26 equations successfully predicted several critical rarefied
phenomena, which are, otherwise, beyond the scope of the N–S, Bur-
nett, and G13 equations.33–35 In contrast, the recent work by Singh
and Agrawal36 adopts a non-equilibrium thermodynamics approach
to present an Onsager-reciprocity-principle-consistent representa-
tion of the distribution function and further obtain the Onsager-13
(or O13)-moment equations36 and Onsager-Burnett (or OBurnett)

equations.37 Note that both the O13 and OBurnett formulations are
𝒪(Kn2), i.e., second-order accurate in Knudsen number.

In this paper, we prescribe a simpler representation of the
second-order correction to the Maxwellian distribution function,
which has fewer terms in comparison to that reported by Singh
and Agrawal.36 Furthermore, we also construct an enhanced rep-
resentation of the distribution function that includes third-order
𝒪(Kn3) accurate terms. Thereafter, we use these representations to
obtain sets of moment-type higher-order transport equations having
second- and third-order accuracy. Note that the proposed second-
order moment equations yield the same behavior as the equations
proposed by Singh and Agrawal,36 albeit with fewer terms due to
the compact nature of the second-order representation of the dis-
tribution function, while the newly proposed third-order accurate
moment equations present an alternative to the R13 equations.
However, the proposed equations lack linear terms of the super-
Burnett order, which were previously shown to be necessary for
accurately capturing the Knudsen layer in wall-bounded rarefied
flows.32 Thus, we also present a modified version of the proposed
set of equations that include linear terms of the second order.

The rest of this paper is laid out as follows: In Secs. II and III,
a systematic derivation of the two forms of the distribution func-
tion and the second- and third-order accurate 13-moment equation
is presented. Thereafter, in Sec. IV, we present the modified set
of equations that have linear contributions of the second order.
Section V presents a validation of the proposed equations by solving
two benchmark problems: Grad’s second and plane Poiseuille flow
problem. Moreover, we also proved that the present equations are
consistent with the second law of thermodynamics for the same two
problems. Finally, in Sec. VI, we discuss the salient features of the
proposed equations, contrast them with the existing G13 equations,
and conclude this paper in Sec. VII.

II. DERIVATION OF THE DISTRIBUTION FUNCTION
The kinetic theory description of the evolution of thermody-

namic systems comprising dilute gases is given by the well-known
Boltzmann equation,

∂ f
∂t
+ ∂

∂x
⋅ (c f ) = 𝒥( f , f ), (1)

where f = f (x, c, t), with x, c, and t being the position vector,
molecular velocity, and time, respectively, is the single-particle dis-
tribution function, and 𝒥( f , f ) represents the integro-differential
binary collision operator. The solution of Eq. (1) yields the single-
particle distribution function, which represents the probability of
finding a particle in a very small region of the phase space. Fur-
thermore, by evaluating the moments of the distribution function,
macroscopic conserved variables, i.e., the mass, momentum, and
energy density, along with stress tensor and heat flux vector, can
be obtained. Therefore, the distribution function, which acts as an
interlink between the microscopic and macroscopic description of
the flow processes, is an essential quantity for understanding the
physics of rarefied gas flows.1–4,38

The first step in deriving any set of hydrodynamic governing
equations is to obtain the state of gas by specifying the approximate
form of the distribution function, f (x, c, t) ≈ fn(x, c, t), where n is
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the desired level of approximation. The zeroth-order approxima-
tion corresponds to the simplest case of gas at equilibrium for which
the three-dimensional distribution function for a monatomic gas is
given by the Maxwellian,39

f ≈ f 0(x, c, t) = ρ
m
( β

π
)
(3/2)

exp [−β(∣c − u∣)2], (2)

where ρ(x, t) and u(x, t) are the bulk density and velocity, respec-
tively, m is the molecular mass, and β = 1/(2RT), with R and
T(x, t) being the specific gas constant and absolute temperature,

respectively. For collision invariant quantities represented by the set
Ψ = {1, c, C2

2 }, physically observed bulk macroscopic fields are
obtained as moments of f0,

⟨Ψ, f 0⟩ = ∫ m Ψ f 0 dc = {ρ, ρu,
3
2

ρRT}. (3)

At the first order of approximation, a Chapman–Enskog expan-
sion of the Boltzmann equation yields the distribution function as a
correction to the Maxwellian (f̄1

(CE)) as1

f ≈ f 1 = f 0 −
f 0

ν̄
{(C2

2R
− 5

2
)(C ⋅ ∇(ln T)) + 1

R
[(C ⊗ C − 1

3
C2δ) : (∇ ⊗ u)]}

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
f̄1
(CE)

, (4)

where 1/ν̄ (= μ/p) is the relaxation time with which the system
reaches the equilibrium state, C = (c − u) is the peculiar velocity,
and ⊗ denotes the outer product.

From an alternate non-equilibrium thermodynamics perspec-
tive, the distribution function can be expressed in terms of ther-
modynamic forces and corresponding microscopic conjugate fluxes,
Xj and Υj, associated with the jth non-equilibrium process of
the system.40,41 In particular, the first-order approximation of
the distribution function can be obtained through an iterative
refinement as42

f 1 = f 0 −∑
j

Υj ⊙ Xj

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
f̄1

, (5)

where f̄1 is the correction to the Maxwellian and

Υj ⊙ Xj = tr( j)[
∂ f 0

∂t
+ ∂

∂x j
(c j f 0)]

X j=0 ∀ j≠i
, (6)

where the symbol ⊙ represents a full tensorial contraction that
is non-zero for tensors of the same order and tr( j) represents the
relaxation time associated with the jth process. Here, it is impor-
tant to note that the formulation presented in Eq. (6) is consistent
with the Onsager Symmetry Principle and is, therefore, also consis-
tent with the H-Theorem. Upon simplifying Eq. (6), the first-order
correction to f0 is obtained in terms of destabilizing viscous and
thermal non-equilibrium processes, which are, henceforth, denoted
by the subscripts τ and q, respectively. Explicitly, the thermody-
namic forces (Xτ , Xq) and associated conjugate fluxes (Υτ, Υq) are
given as42

Υi = − f 0 tr(i) Ῡi, with i ∈ {τ, q}, (7a)

where

Ῡτ = −[C ⊗ C − 1
3
∣C∣2δ], (7b)

Ῡq = −(
5

2β
− ∣C∣2)C, (7c)

and Xτ = β[∇⊗ u + (∇⊗ u)T], (7d)

Xq = ∇β, (7e)

where δ represents the Kronecker delta. It should be noted
that Eq. (7a) incorporates two different relaxation times for
momentum transport (tr(τ) = μ/p) and energy transport
(tr(q) = κ(γ − 1)/(Rγp) = tr(τ)/Pr), where μ and p represent
the dynamic viscosity and pressure, while γ and κ represent the
adiabatic index and thermal conductivity, respectively; by suitably
choosing the values of the two relaxation times, a physically
consistent Prandtl number, Pr, value can be obtained. Furthermore,
the dynamic viscosity and thermal conductivity are assumed to
be temperature-dependent functions of the form μ = μ0(T/T0)φ

and κ = κ0(T/T0)φ, respectively, where μ0 and κ0 are the dynamic
viscosity and thermal conductivity evaluated at a reference tem-
perature T0, and φ is the interaction potential between the two
molecules. Here, it is noteworthy that the temperature-dependent
transport coefficients μ and κ ensure a temperature-dependent
variation of the momentum and thermal diffusion time scales.
Furthermore, it can be easily established that Eq. (4) is retrieved
from Eq. (5) upon using tr(τ) = tr(q) = (1/ν̄).43

To ensure the conservation of mass, momentum, and energy,
each higher-order correction to the distribution function (f̄ i) is
required to satisfy the property of additive invariance,37,44

⟨Ψ, f̄ i⟩ = 0. (8)

It should be noted that Eqs. (3) and (8) are together called com-
patibility conditions. The first-order correction to the distribution
function, i.e., f̄ 1 from Eq. (5), can be shown to satisfy the additive
invariance condition.10

The second-order approximation of the distribution function,
f2, can be derived by extending Eq. (5) as10,36,37,42,45,46

f 2 = f 1 +∑
k, j
(Υk j ⊙ Xk) ⊙ X j

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
f̄2

, (9)
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where f1 has been presented earlier in Eq. (5) and f̄2 is the second-
order correction with (Υkj ⊙ Xk) being10,36,47

Υk j ⊙ Xk = tr( j)[
∂Υ j

∂t
+ ∂(ckΥ j)

∂xk
]

X j=0 ∀ j≠i
. (10)

Analogous to Eq. (5), the construction of Eq. (9) is also compliant
with Onsager’s symmetry principle.36,42 Furthermore, like Eq. (6),
the tensorial contraction in Eq. (9) vanishes for tensors of different
orders.36,42,48

To construct the required higher-order distribution function,
we first rewrite Eq. (10) in terms of material derivatives as follows:

Υk j ⊙ Xk = tr( j)[
DΥ j

Dt
+ Ck

∂Υ j

∂xk
]

X j=0, ∀ j≠i
, (11)

where D/Dt denotes the material derivative, and Ck is the pecu-
liar velocity defined earlier. The material derivatives present in
Eq. (11) can be replaced by using either Euler or N–S equations.

In Sec. II A, we revisit the formulation presented by Singh and
Agrawal36 that was derived by using the Euler equation substitu-
tions to present a simpler form of the distribution function having
fewer terms. It should be remarked that, while using the Euler
equations yields 𝒪(Kn2) accurate higher-order transport equa-
tions, the inviscid and isentropic assumptions associated with the
Euler equations do not hold for rarefied gas flow problems.49

Here, we follow the approach used by Balakrishnan, Agarwal,
and Yun,44 where the N–S equations were incorporated into the
Chapman–Enskog expansion procedure to obtain an 𝒪(Kn3) repre-
sentation of the Bhatnagar–Gross–Krook (BGK)-Burnett equations
and present 𝒪(Kn3) second-order correction of f2 in Sec. II B.

A. Second-order accurate distribution function
Upon substituting the definitions of the microscopic flux from

Eqs. (7a)–(7c) into Eq. (11) and replacing the material derivatives
with expressions from the Euler equations, we obtain the second-
order correction terms as

Υττ ⊙ Xτ = t2
r(τ) f 0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−Cl[Ci
∂u j

∂xl
+ (C j

∂ui

∂xl
)

T
]

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ω1

+ 1
2β
[Ci

∂g
∂x j
+ (C j

∂g
∂xi
)

T
]

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ω2

−

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
3β

Ck
∂g
∂xk

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ω3

− 1
3β
(C ⊗ C) : Xτ

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ω4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

δi j + Ῡτ

⎡⎢⎢⎢⎢⎢⎢⎣

Ῡτ : Xτ
´¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¶

ω5

+ Ῡq ⋅ Xq
´¹¹¹¹¹¹¸¹¹¹¹¹¶

ω6

⎤⎥⎥⎥⎥⎥⎥⎦

+ Ῡτ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

2φ − 5
3

∂ul

∂xl
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ω7

+ φ
β

Cl
∂β
∂xl

´¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¶
ω8

+ Cl
∂g
∂xl

²
ω9

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (12)

Υqq ⊙ Xq = t2
r(q) f o

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ῡq[Ῡτ : Xτ + Ῡq ⋅ Xq]−
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ξ1

Ci

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
β

Cl
∂g
∂xl

´¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¶
ξ2

− 1
β
(C ⊗ C) : Xτ

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ξ3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

− Ci

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

5
3β

∂uk

∂xk
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¶

ξ4

+ 5
2β2 Cl

∂β
∂xl

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ξ5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ ( 5
2β
− ∣C∣2)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
2β

∂g
∂xi

´¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¶
ξ6

− Cl
∂ui

∂xl
²

ξ7

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+Ῡq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2φ − 5
3

∂ul

∂xl
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

ξ8

+ φ
β

Cl
∂β
∂xl

´¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¶
ξ9

+ Cl
∂g
∂xl

²
ξ10

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (13)

where g = ln(ρ/β).
Upon checking if f̄2 satisfies the additive invariance prop-

erty, in line with the results reported in Singh and Agrawal,36

we find that only the condition ⟨1, f̄2⟩ = 0 corresponding to

the conservation of mass is satisfied. Thus, it is necessary to
modify Eqs. (12) and (13) such that all three compatibility
conditions are satisfied without breaking Onsager’s symmetry
principle. To achieve this goal, we follow the procedure laid out
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by Balakrishnan, Agarwal, and Yun44 and Agarwal, Yun, and
Balakrishnan.22

First, we represent ⟨Ψ, f̄2⟩ explicitly in terms of Eqs. (12) and
(13) as follows:

⟨Ψ, f̄ 2⟩ = t2
r(τ)(

9

∑
i=1
⟨Ψ, f 0ωi⟩) ⊙ Xτ + t2

r(q)(
10

∑
i=1
⟨Ψ, f 0ξi⟩) ⊙ Xq,

(14)

where the running index i represents each term appearing in
Eqs. (12) and (13). Thereafter, in order to make ⟨{c, C2

2 }, f̄2⟩ iden-
tically equal to zero, we introduce corrections to modify Eqs. (12)
and (13), respectively, as follows:

⟨c, f̄ 2⟩ + t2
r(τ)(

9

∑
i=1

αi⟨ci, f 0ωi⟩) ⊙ Xτ + t2
r(q)(

10

∑
i=1

βi⟨ci, f 0ξi⟩) ⊙ Xq = 0
(15)

and

⟨ ∣C∣
2

2
, f̄ 2⟩ + t2

r(τ)(
9

∑
i=1

αi⟨
∣C∣2

2
, f 0ωi⟩) ⊙ Xτ

+ t2
r(q)(

10

∑
i=1

βi⟨
∣C∣2

2
, f 0ξi⟩) ⊙ Xq = 0 (16)

where αi and βi are real-valued unknown correction coefficients.
Equations (15) and (16) form an under-determined system of equa-
tions for which one possible solution is presented by the following
values of αi and βi:

αi =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

−1, if i = 1, 4, 5,

−(1 + 1
φ
), if i = 7,

0, otherwise,

(17)

and

βi =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−(1 + 2
φ
), if i = 9,

0, otherwise.
(18)

With these modifications, we can represent the second-order
accurate distribution function as

f 𝒪(Kn2
)

2 = f 0 −∑
j

Υ j ⊙ Xj +∑
k, j
(Υ′k j ⊙ Xk) ⊙ X j , (19)

where

(Υ′ττ ⊙ Xτ) = (Υττ ⊙ Xτ) + t2
r(τ) f 0

×

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Cl[Ci
∂u j

∂xl
+ (C j

∂ui

∂xl
)

T
] − [ 1

3β
(C ⊗ C) : Xτ]δi j

−Ῡτ(Ῡτ : Xτ) − (1 + 1
φ
)Ῡτ(

φ
β

Cl
∂β
∂xl
)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(20)

and

(Υ′qq ⊙ Xq) = (Υqq ⊙ Xq) + t2
r(q) f 0{−(1 + 2

φ
)Ῡq

φ
β

Cl
∂β
∂xl
}. (21)

B. Third-order accurate distribution function
Building on the analysis presented in Sec. II A, we now replace

the material derivative in Eq. (11) with the N–S equations. Such
a substitution incorporates additional non-linear terms comprising
the deviatoric viscous stress tensor (σij) and the heat flux vec-
tor (qi) in f̄ 2 presented in Eq. (9). The quantities σij and qi are
obtained as the higher-order moments of f , which, at the N–S level
of approximation, are given as

σNS
i j = ⟨C⟨iC j⟩, f̄ 1⟩ = −2μ(1

2
[ ∂ui

∂x j
+ ∂u j

∂xi
] − 1

3
∂ul

∂xl
δi j) = −2μ

∂u⟨i
∂x j⟩

,

qNS
i =

1
2
⟨∣C∣2Ci, f̄ 1⟩ = −κ

∂T
∂xi

,
(22)

where angular bracket (⟨⟩) used in subscript in tensor notation
denotes trace-free symmetric tensor. Note that the higher-order
moments of the Maxwellian identically vanish to yield the inviscid
and isentropic behavior of the Euler equations.

The use of the N–S equations in Eq. (11) amounts to relax-
ing the inviscid and isentropic assumptions inherent to the Euler
equations, thus resulting in an 𝒪(Kn3) representation of f2; this
third-order representation can be given as

f 𝒪(Kn3
)

2 = f 𝒪(Kn2
)

2 + (Υ′′ττ ⊙ Xτ) ⊙ Xτ + (Υ′′qq ⊙ Xq) ⊙ Xq
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

f̄ 3

, (23)

where the double prime superscript is used to denote the 𝒪(Kn3)
correction to the microscopic flux tensor Υi. Explicitly, we obtain
the correction terms of Eq. (23) as

(Υ′′ττ ⊙ Xτ) = t2
r(τ) f 0{−Ῡτ[

4β2

3ρ
Ω( 3

2β
− C2

l ) −
2βCl

ρ
∂σNS

lk
∂xk
]

+ Ῡτ[(φ − 1)4β
3ρ

Ω] +
⎡⎢⎢⎢⎣

1
ρ
∂σNS

ik
∂xk

C j +
1
ρ

Ci
∂σNS

jk

∂xk

− 2
3

Ck
1
ρ
∂σNS

kl
∂xl

δi j]}, (24)

and

(Υ′′qq ⊙ Xq) = t2
r(q) f 0{−Ῡq[

4β2

3ρ
Ω( 3

2β
− C2

l ) −
2βCl

ρ
∂σNS

lk
∂xk
]

+ Ῡq[(φ − 1)4β
3ρ

Ω] +
⎡⎢⎢⎢⎢⎣

Ci
⎛
⎝
−10

3ρ
Ω − 2

ρ
Ck

∂σNS
k j

∂x j

⎞
⎠

+ ( 5
2β
− ∣C∣2)(1

ρ
∂σNS

i j

∂x j
)]},

(25)
where Ω is defined as

Ω = [∂qNS
l

∂xl
+ σNS

lk
∂ul

∂xk
]. (26)

We next check for the additive invariance condition and find that,
since ⟨Ψ, f̄ 3⟩ is identically zero, Eq. (23) does not require any
modifications.
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III. GENERALIZED SET OF 13-MOMENT EQUATIONS
The generalized, three-dimensional 13-moment equa-

tions are obtained by evaluating moments of the Boltzmann
Equation given in Eq. (1). Explicitly, this evaluation, which
amounts to computing ⟨Ψ, ∂ f

∂t +
∂
∂x ⋅ (c f )⟩ = ⟨Ψ,𝒥( f , f )⟩, where

Ψ = {1, ci,
C2

i
2 , C⟨iC j⟩, Ci

C2
k

2 }, yields10,13

∂ρ
∂t
+ ∂ρuk

∂xk
= 0, (27)

ρ
∂ui

∂t
+ ρuk

∂ui

∂xk
+ ∂p
∂xi
+ ∂σik

∂xk
= 0, (28)

ρ
∂ε
∂t
+ ρuk

∂ε
∂xk
+ ∂qk

∂xk
+ p

∂uk

∂xk
+ σi j

∂ui

∂x j
= 0, (29)

∂σi j

∂t
+ uk

∂σi j

∂xk
+ 4

5
q⟨i
∂x j⟩

+ 2σk⟨i
∂u j⟩

∂xk
+ 2p

∂u⟨i
∂x j⟩

+ σi j
∂uk

∂xk

+ ∂

∂xk
⟨C<iC jCk>, f ⟩ = ⟨C⟨iC j⟩,𝒥( f , f )⟩, (30)

∂qi

∂t
+ uk

∂qi

∂xk
+ 5

2
(p

ρ
∂p
∂xi
− p2

ρ2
∂ρ
∂xi
) + ∂

∂xk

1
2
⟨∣C∣2C<iC j>, f ⟩

− 5
2

p
ρ
∂σik

∂xk
− σik

ρ
∂p
∂xk
+ 1

6
∂

∂xi
⟨∣C∣4, ( f − f 0)⟩ −

σi j

ρ
∂σi j

∂xk
+ 7

5
qk

∂ui

∂xk

+ 7
5

qi
∂uk

∂xk
+ 2

5
qk

∂uk

∂xi
+ ∂u j

∂xk
⟨C<iC jCk>, f ⟩ = 1

2
⟨∣C∣2Ci,𝒥( f , f )⟩,

(31)

where ε = (3/2)RT is the internal energy, while p = ρRT is the
thermodynamic pressure as represented by the ideal gas law. Equa-
tions (27)–(29) are the three famous hydrodynamic conservation
equations. Note that the production terms in these equations,

⟨{1, ci,
C2

i
2 },𝒥( f , f )⟩, vanish following the principles of conserva-

tion of mass, momentum, and energy for particles undergoing elastic
collisions. For Eqs. (30) and (31), which describe the evolution of the
stress tensor and heat flux vector, the production terms appear on
the right-hand side. For Maxwell molecules, these production terms
obtained by using the BGK collision model have been given as50

⟨C⟨iC j⟩,𝒥( f , f )⟩ = −p
μ

σi j , (32)

1
2
⟨∣C∣2Ci,𝒥( f , f )⟩ = −2

3
p
μ

qi, (33)

where σij and qi contain first- and second-order contributions. Equa-
tions (30) and (31) contain three unknown higher-order moments,
which need to be computed for closure.

Third-order accurate representations of the moments
⟨C⟨iC jCk⟩, f ⟩ and ⟨C4

i , ( f − f 0)⟩ are evaluated by using Eq. (23) as

⟨C⟨iC jCk⟩, f 𝒪(Kn3
)

2 ⟩ = ⟨C⟨iC jCk⟩, f 𝒪(Kn2
)

2 ⟩ − 3
β

t2
rτ

∂σNS
<il

∂xl

∂u j

∂xk>
, (34)

⟨∣C∣4, ( f 𝒪(Kn3
)

2 − f 0)⟩ = ⟨∣C∣4, ( f 𝒪(Kn2
)

2 − f 0)⟩

+t2
rq

5
β3 (

∂σNS
i j

∂x j

βqNS
i

κT
), (35)

with the corresponding second-order accurate moments, evaluated
using Eq. (19), being given as

⟨C⟨iC jCk⟩, f 𝒪(Kn2
)

2 ⟩ = 3ρ
2β3 ([−t2

rq

βqNS
<i

κT
∂u j

∂xk>
− t2

rτ

βqNS
<i

κT
∂u j

∂xk>
]

− βt2
rτ

∂g
∂x<i

∂u j

∂xk>
), (36)

and

⟨∣C∣4, ( f 𝒪(Kn2
)

2 − f 0)⟩ = t2
rq

5ρ
2β5 (

7
2

βqNS
l

κT
βqNS

l
κT
+ β

∂g
∂xl

βqNS
l

κT
). (37)

An explicit evaluation using Eq. (19) yields

⟨1
2

C2
kC<iC j>, f 𝒪(Kn2

)

2 ⟩ = 7
4β
[σi j +

(2φ − 5)
6μ

ρt2
rτ

β
∂ul

∂xl
σNS

i j +
ρ

2β4 t2
rq

× (2
βqNS
<i

κT
βqNS

i>

κT
+ β

βqNS
<i

κT
∂g
∂x j>

)], (38)

and a similar evaluation using Eq. (23) yields

⟨1
2

C2
kC<iC j>, f 𝒪(Kn3

)

2 ⟩ = ⟨1
2

C2
kC<iC j>, f 𝒪(Kn2

)

2 ⟩ + 7
4β

× (−4(φ + 2)
3

t2
rτ

∂u<i

∂x j>
(∂qNS

l
∂xl
+ σNS

lk
∂ul

∂xk
)

+ t2
rq

1
β2

∂σNS
<il

∂xl

βqNS
j>

κT
), (39)

where σ̄𝒪(Kn3
)

i j is a third-order correction to the second-order accu-
rate constitutive relationship for the stress tensor of second order
(σ𝒪(Kn2

)

i j ).
To summarize, the proposed set of 13-moment equations

is presented by Eqs. (27)–(31) and form a second-order- and
third-order accurate representation of hydrodynamics upon using
expressions presented in Eqs. (32)–(39).

IV. MODIFIED GOVERNING EQUATIONS
The governing equations presented in Sec. III lack linear

terms that are necessary for capturing the near-wall Knudsen layer
effects.32 Thus, following Timokhin et al.,51 we first modify the pro-
posed governing equations by expressing them in an alternate form,
then we replace the Navier–Stokes stress tensor and heat flux (σNS

i j ,
qNS

i ) with the full stress tensor and heat flux vector (σij, qi) in the
closure relations presented in Eqs. (34)–(39), followed by incorpo-
rating primary variables. Note that only the N–S stress tensor has
been used to write Eqs. (34)–(39) into an alternate form as presented
by Eqs. (40)–(45). Explicitly, the proposed alternate form of closure
relations Eqs. (34)–(39) is given as
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⟨C⟨iC jCk⟩, f 𝒪(Kn3
)

2 ⟩ = ⟨C⟨iC jCk⟩, f 𝒪(Kn2
)

2 ⟩ − 3
β

t2
rτ

∂σ<il

∂xl

∂u j

∂xk>
, (40)

⟨C4
i , ( f 𝒪(Kn3

)

2 − f 0)⟩ = ⟨C4
i , ( f 𝒪(Kn2

)

2 − f 0)⟩ + t2
rq

5
β3 (

∂σi j

∂x j

βqi

κT
),

(41)

⟨C⟨iC jCk⟩, f 𝒪(Kn2
)

2 ⟩ = 3ρ
2β3 ([−t2

rq

βq<i

κT
∂u j

∂xk>
− t2

rτ

βq<i

κT
∂u j

∂xk>
]

− βt2
rτ

∂g
∂x<i

∂u j

∂xk>
), (42)

⟨C4
i , ( f 𝒪(Kn2

)

2 − f 0)⟩ = t2
rq

5ρ
2β5 (

7
2

βql

κT
βql

κT
+ β

∂g
∂xl

βql

κT
), (43)

⟨1
2

C2
kC<iC j>, f 𝒪(Kn2

)

2 ⟩ = 7
4β
[2σi j +

(2φ − 5)
6μ

ρt2
rτ

β
∂ul

∂xl
σi j

+ 2trτ(
p
2
[ ∂ui

∂x j
+ ∂u j

∂xi
]) − 2trτ(

p
3
∂ul

∂xl
δi j)

+ ρ
2β4 t2

rq(2
βq<i

κT
βqi>

κT
+ β

βq<i

κT
∂g
∂x j>

)],

(44)

and

⟨1
2

C2
kC<iC j>, f 𝒪(Kn3

)

2 ⟩ = ⟨1
2

C2
kC<iC j>, f 𝒪(Kn2

)

2 ⟩ + 7
4β

× (−4(φ + 2)
3

t2
rτ

∂u<i

∂x j>
(∂ql

∂xl
+ σlk

∂ul

∂xk
)

+ t2
rq

1
β2

∂σ<il

∂xl

βq j>

κT
). (45)

V. VALIDATION
A. Grad’s second problem

We investigate the behavior of the proposed set of modified
moment equations (including the third-order accurate terms) for
Grad’s second problem (see Fig. 1), wherein the steady state solu-
tion of the temperature field of an enclosed quiescent gas under the
influence of an externally supplied heat flux is evaluated. Note that
the non-zero Knudsen number establishes a temperature jump at the
walls,10 which necessitates the use of Knudsen number-dependent
boundary conditions to account for wall effects. However, since
Grad’s second flow problem considers the flow domain to be beyond
the influence of the Knudsen layers,13 it does not involve any phys-
ical boundaries, thereby circumventing the need for deriving wall
boundaries conditions needed for evaluating the accuracy of higher-
order transport equations for canonical boundary value problems.
To obtain the solution for the considered problem, we first simplify
Eqs. (27)–(31) by applying the steady state and quiescent flow condi-
tions. We find that Eq. (27) identically vanishes, while Eqs. (28)–(30)
yield

dp
dx
= 0, (46a)

FIG. 1. For Grad’s second problem, the imaginary boundary is assumed to be away
from the physical wall to avoid the complexity due to the temperature jump. The
physical and imaginary walls are separated by a distance of L and LG

< L, respec-
tively. The two walls are subjected to a constant heat flux qx and are subjected to
boundary temperatures of TL and TR at the left and right walls, respectively, when
thermal jumps are not included.

dqx

dx
= 0, (46b)

σi j = 0. (46c)

Here, it is noteworthy that the pressure field and heat flux are
obtained as constant functions, while the stress tensor vanishes
throughout the flow domain. Thereafter, using Eq. (46) in conjunc-
tion with the ideal gas law, Eq. (31) is further simplified to obtain the
spatial evolution of the temperature field as

qx = −κ
dT
dx

, (47)

where the thermal conductivity and dynamic viscosity are related as
κ = 15

4 Rμ. For the Maxwell molecules, substituting κ = B1T,52 where
B1 = κo/To is a proportional constant, in Eq. (47) provides

T
dT
dx
= − qx

B1
= constant. (48)

We analytically solve the boundary value problem presented by
the first-order, non-linear, ordinary differential equation presented
in Eq. (48) as

T =
√

2(−qxx + B1C1)
B1

, (49)

where C1 is an integration constant. Note that the solution of
G13 equations also provides the same result as presented in
Ref. 53. The required parameters to obtain C1 are taken from the
work by Gallis, Torczynski, and Rader54 who address Fourier’s
problem for Maxwell’s molecules by using the direct simulation
Monte Carlo method (DSMC). The Knudsen number was taken
to be Kn = 0.0237 with the reference values being p0 = 266.6 Pa,
μ0 = 2.117 × 10−5 Pa s, κ0 = 2.247 W/mK, and T0 = 273.15 K.
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FIG. 2. Comparison of temperature profile for Maxwell molecules and DSMC
results54 for Grad’s second problem at Kn = 0.0232. The continuous line rep-
resents the results given by Eq. (49), while the solid circles represent the DSMC
results.

The heat flux was qx = −κ0
(TH−TC)

L W/m2, where TH , TC = T0 ± 20 K
and L = 1 × 10−3 m. The analytical results are presented in Fig. 2 only
for 0.1 ≤ x ≤ 0.5, where TG

L = 258.7914 K. The solution of Eq. (49)
agrees well with the DSMC result, where the effect of temperature
jumps has been excluded by considering the flow domain some
mean free path length away from the wall as followed in Refs. 52,
53, 55, and 56.

B. Force-driven compressible plane Poiseuille
problem

In this section, we validate the proposed set of modified equa-
tions for the well-known two-dimensional force-driven compress-
ible plane Poiseuille flow problem. To simplify the analysis, we
assume the flow to be steady and that all primary variables are func-
tions of spanwise direction only. Note that the normal velocity (v)
component is zero due to the impermeable bounding walls.

The above conditions result in the following simplifications:

ui = {u1(y), 0, 0},
σi j = {σ11(y), σ12(y), σ21(y), σ22(y),−σ11(y) − σ22(y)},

qi = {q1(y), q2(y)}.
(50)

As shown in Fig. 3, both parallel plates are separated by distance H,
and the origin is located at the center and the entrance of the chan-
nel. The viscosity (μ) is assumed to be independent of temperature
leading to isothermal flow conditions. Introducing the following
non-dimensional variables,

FIG. 3. Schematic of compressible plane Poiseuille flow problem driven by an
external force (G), where U represent the flow direction, and TT

w and TB
w are the

temperature of upper and lower plates, respectively.

ȳ = y
H

, ρ̄ = ρ − ρo

ρo
, T̄ = T − To

To
, Ḡ = H

RTo
G, ū1 =

u1√
RTo

,

σ̄i j =
σi j

ρo
√

RTo
, q̄1 =

q1

ρo

√
RTo

3
,

(51)

into Eqs. (27)–(31) yields

x−Momentum equation : −Ḡ + dσ̄12

dȳ
= 0, (52a)

y−Momentum equation :
dT̄
dȳ
+ dρ̄

dȳ
+ dσ̄22

dȳ
= 0, (52b)

Energy equation : σ̄12
d
dȳ

ū1 +
d
dȳ

q̄2 = 0, (53)

σ̄11 Stress equation :
4
3

σ̄12
dū1

dȳ
− 4

15
dq̄2

dȳ
+ σ̄11

Kn
= 0, (54a)

σ̄12 Stress equation :
2
5

dq̄1

dȳ
+ dū1

dȳ
+ σ̄12

Kn
= 0, (54b)

σ̄22 Stress equation : −2
3

σ̄12
dū1

dȳ
+ 8

15
dq̄2

dȳ
+ σ̄22

Kn
= 0, (54c)

q̄1 Heat equation :
7
4

Kn
d2ū1

dȳ 2 +
9
4

dσ̄12

dȳ
+ q̄1

3Kn
= 0, (55a)

q̄2 Heat equation :
2
5

q̄1
dū1

dȳ
+ 5

2
dT̄
dȳ
+ 9

2
dσ̄22

dȳ
+ 2q̄2

3Kn
= 0. (55b)

Note that the Knudsen number (Kn = μ0
√

RT0/p0H) and non-
dimensional variables are defined by using the equilibrium state
{ρ0, T0, u0 = 0}. Furthermore, note that in Eqs. (52a)–(55b), we
retain some important non-linear terms, such as σ̄21

dū1
dȳ , q̄1

dū1
dȳ , and

q̄2
dū1
dȳ in addition to all the linear terms to accounts for viscous

heating and non-hydrodynamic effects such as the presence of the
Knudsen boundary layer that is observed in the present problem.32

By integrating Eq. (52a), we obtain

σ̄21 = Ḡȳ + Cσ21 , (56)

where Cσ21 is an integration constant. The underlined terms here,
and in the following sentences, reflect the solution when the G13
equations are applied to the present problem. Thereafter, simultane-
ously solving the coupled Eqs. (55a) and (54b) after incorporating
Eq. (56) gives us

q̄1 = Cq11 sinh(
√

210ȳ
21Kn

) + Cq12 cosh(
√

210ȳ
21Kn

) − 3ḠKn
2

, (57)

ū1 = −
2Cq11 sinh(

√

210ȳ
21Kn )

5
−

2Cq12 cosh(
√

210ȳ
21Kn )

5
+ Cu1 −

Ḡȳ 2

2Kn
− Cσ21 ȳ ,

(58)

where Cq11, Cq12, and Cu1 are the integration constants. It is impor-
tant to mention that the N–S equations yield zero stream-wise heat
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flux, while the G13 equations provide a constant heat flux. Finally,
after incorporating Eqs. (56)–(58) into Eq. (53), we can obtain

q̄2 = Cq11

⎛
⎜
⎝
−
√

210ḠKn cosh (
√

210ȳ
21Kn )

25
+

2Ḡȳ sinh (
√

210ȳ
21Kn )

5

⎞
⎟
⎠

+ Cq12

⎛
⎜
⎝
−
√

210ḠKn sinh (
√

210ȳ
21Kn )

25
+

2Ḡȳ cosh (
√

210ȳ
21Kn )

5

⎞
⎟
⎠

+ Cσ21

⎛
⎜
⎝

2Cq11 sinh (
√

210ȳ
21Kn )

5
+

2Cq12 cosh (
√

210ȳ
21Kn )

5
+ Ḡȳ 2

Kn

⎞
⎟
⎠

+ Cq23 +
C2

σ21ȳ
Kn

+ Ḡ 2ȳ 3

3Kn
, (59)

where we note that the constants of integration, Cσ21, Cq11, and
Cq23, appearing in Eqs. (56)–(59) vanish upon incorporating the
symmetry demonstrated by the stream-wise velocity and heat flux.

In Figs. 4–7, the analytical solutions presented in Eqs. (56)–(59)
are compared with DSMC results used by Taheri, Torrilhon, and
Struchtrup32 and the solutions obtained by using the G13 equa-
tions for a non-dimensional force Ḡ = 0.2355 and Knudsen number
Kn = 0.072. Note that it has been previously established that the G13
equations are unable to capture the Knudsen layer effects of wall-
bounded flows. Following Rath, Yadav, and Agrawal57 and Rath,
Singh, and Agrawal,58 remaining integration constants, Cq12 and
Cu1, have been computed from the existing DSMC data. Figure 4
shows the variation of shear stress tensor (σ̄21), which is linear
and transitions from negative to positive values at the center of the
channel. It can be seen that the profiles of the shear stress tensor
obtained from the present and G13 equations are indistinguishable.
In Fig. 5, the stream-wise heat flux (q̄1) agrees with DSMC results
in the near-wall regions and yields a fairly good agreement in the
regions away from the wall. In contrast, the solution derived from
the G13 equations remains constant throughout the flow domain.
The stream-wise velocity (ū1) profile, shown in Fig. 6, is largest
at the center and yields better agreement with DSMC results as
compared to G13 equations in the bulk of the fluid. Finally, simi-
lar to Fig. 4, Fig. 7 shows that the cross stream-wise heat flux (q̄2)
obtained with the proposed equations agrees well with the DSMC
results and is indistinguishable from the G13 results only away from
the boundaries. However, close observation reveals that the pro-
posed equations perform better than the G13 equations near the

FIG. 4. Comparison of σ̄21 profile against DSMC results used by Taheri, Torrilhon,
and Struchtrup32 for Kn = 0.072 and Ḡ = 0.2355.

FIG. 5. Comparison of q̄1 profile against DSMC results used by Taheri, Torrilhon,
and Struchtrup32 for Kn = 0.072 and Ḡ = 0.2355.

boundaries due to the presence of additional hyperbolic terms that
are responsible for capturing the Knudsen layer. This difference
between the present and G13 equations becomes more observable
at higher Knudsen numbers.

In summary, we find an excellent qualitative and quantitative
agreement between the analytical solution of the proposed equations
and DSMC results for σ̄21, ū1, and q̄2. However, some quantitative
discrepancy between q̄1 and DSMC results can be observed, which
might be due to the isothermal assumption used in this paper. On
the other hand, the solution of G13 equations fails to provide the
same consistency against the DSMC results.

FIG. 6. Comparison of ū1 profile against DSMC results used by Taheri, Torrilhon,
and Struchtrup32 for Kn = 0.072 and Ḡ = 0.2355.

FIG. 7. Comparison of q̄2 profile against DSMC results used by Taheri, Torrilhon,
and Struchtrup32 for Kn = 0.072 and Ḡ = 0.2355.
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FIG. 8. Non-dimensional entropy production rate ( ¯̇σg) for Grad’s second problem.

C. Entropy analysis
In this section, we perform an entropy analysis to demonstrate

compliance of the proposed equations with the second law of ther-
modynamics for the two validation problems considered in this
paper. Here, we use the entropy balance equation that is obtained
from a continuum viewpoint,59

ρ
Dseq

Dt
+▽ ⋅ J = σ̇g , (60)

where seq is the specific entropy, J = q/T represents the entropy flux,
and the classical entropy generation term, σ̇g , is given as60,61

σ̇g =
τi j

T
∂ui

∂x j
− q j

T2
∂T
∂x j

. (61)

Equation (61) represents the rate of irreversible entropy production,
which must be positive and definite per the second law of thermo-
dynamics. Here, τij represents the viscous stress tensor and is related
to the pressure tensor through the relation σij = −τij.10

In the case of Grad’s second problem, only thermal diffusion
contributes to the entropy generation in Eq. (61) since the stress ten-
sor (σij) vanishes, as shown in Eq. (46). In contrast, for the plane
Poiseuille flow problem, only viscous dissipation contributes to the
entropy generation due to the isothermal assumption. In Figs. 8
and 9, we present the variation of the non-dimensional entropy gen-
eration, ¯̇σg . For Grad’s second problem, Fig. 8 shows that ¯̇σg is largest
and least near the left and right boundaries corresponding to the
largest and least temperature gradient. Furthermore, ¯̇σg monoton-
ically decreases from the left to right boundary. Similarly, as shown

FIG. 9. Non-dimensional entropy production rate ( ¯̇σg) for force-driven Poiseuille
flow problem.

in Fig. 9, for the plane Poiseuille flow problem, ¯̇σg monotonically
decreases from a maximum value at the walls of the channel and
vanishes at the center. Thus, the second law of thermodynamics
holds for the solutions obtained with the proposed equations for
both considered problems.

VI. DISCUSSION
The system of equations presented by Eqs. (15) and (16) is

under-determined and can admit several solutions. Thus, one can
construct multiple representations of the second-order approxima-
tion of the distribution function, f2. In this paper, we present a
compact representation of f2 that is easier to manage due to the
presence of fewer terms as compared to that proposed previously
by Singh and Agrawal.36 Moreover, since both the earlier and cur-
rent 𝒪(Kn2) forms of f2 are obtained from identical derivation
procedures, the second-order accurate macroscopic governing equa-
tions obtained from Eqs. (19)–(21) are expected to retain the overall
characteristic features of those proposed earlier. Furthermore, the
𝒪(Kn2) accurate 13-moment equations derived by using the𝒪(Kn2)
form of f2 are found to not only have more terms in comparison
to the G13 equations but also have fewer terms when compared to
the moment equations presented by Singh and Agrawal;36 the latter
is a direct consequence of f2 having a more compact form. These
additional terms appear from the closure relations m⟨C⟨iC jCk⟩, f 2⟩
and m⟨C4

i , ( f 2 − f 0)⟩ as evaluated in Eqs. (34) and (35). In stark
contrast, these two moments are identically zero in the case of G13
equations.10,36

However, it is noteworthy that the Euler equations employed
in deriving the 𝒪(Kn2) forms of f2 incorporate inviscid and isen-
tropic assumptions that have been previously shown to limit the
applicability of second-order accurate macroscopic governing equa-
tions to small departures from the equilibrium state.49,62 Thus, this
paper also presents a first-principles-based derivation of 𝒪(Kn3)
corrections to obtain third-order accurate representations of f2.
These corrections satisfy the additive invariance property as-is and
are therefore unique. As is expected, the third-order accurate 13-
moment representation derived by using the 𝒪(Kn3) form of f2 has
even more terms as compared to G13 and the proposed second-
order accurate 13-moment representation. However, as is easily
verifiable upon non-dimensionalization, it is important to note that
the closure relations for the proposed equations contain nonlinear
terms from both the Burnett and super-Burnett levels. In contrast,
the 𝒪(Kn3) accurate R13 equations, which are obtained by regu-
larizing the G13 equations, incorporate only super-Burnett order
terms.

To validate the proposed equations, we first solve Grad’s
second problem52,53 and demonstrate that the proposed higher-
order transport equations successfully reproduce the Fourier’s law
[Eq. (47)]. Thereafter, we quantitatively establish that the proposed
set of moment equations captures small deviations from the con-
tinuum approximation when using Maxwell’s molecules (Fig. 2).
Furthermore, in agreement with the exact solution of Grad’s second
problem by using the Boltzmann equation and employing Maxwell
molecules,55 we establish that the proposed moment equations also
yield a uniform pressure field and vanishing viscous stresses as all
third-order terms vanish in Eq. (46). It should be noted that the R13
equations yield three-dimensional pressure, stress, and temperature
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fields due to 𝒪(Kn3) contributions that persist in the heat flux equa-
tion,53 while the conventional Burnett and BGK-Burnett equations
also result in nonzero shear stress.52,53

Next, we utilize the semi-linearized form of the proposed equa-
tions to solve the force-driven plane Poiseuille flow problem. In this
case, due to the absence of third-order non-linear terms, an equi-
table comparison can be made with the second-order accurate G13
equations. It is noteworthy that the solutions obtained with the semi-
linearized form of the proposed set of equations contain hyperbolic
cosine and sine functions in addition to other terms obtained by
using the conventional N–S or G13 equations. As demonstrated ear-
lier,32 such hyperbolic terms are responsible for capturing near-wall
Knudsen layer effects that elude the G13 equations. Furthermore,
the non-Fourier heat flux in the axial direction q̄1 that eludes the
G13 equations is also captured well with the proposed equations.
However, the results from the proposed equations have not been
compared with those from the Burnett equations in this paper
because no solutions have been reported in the literature. Therefore,
no conclusions can be drawn about the superiority of the proposed
equations compared to the Burnett equations.

VII. CONCLUSIONS
This paper presents a complete derivation of the second- and

third-order representations of the single-particle distribution func-
tion at the Burnett level, along with the corresponding closed-form
13-moment transport equations. In comparison to earlier works,
the proposed second-order accurate representations form a more
concise and manageable system of equations. Furthermore, the
proposed third-order accurate moment system contains a larger
number of higher-order nonlinear terms from both the second and
third order as compared to the G13 equations, thereby allowing
non-equilibrium phenomena eluding the G13 equations to be better
captured. To validate the proposed moment equations, we present
the solutions of Grad’s second and the force-driven plane Poiseuille
flow problems. We find that the results for Grad’s second problem’s
are consistent with the analytical solution of the Boltzmann equa-
tion as well as DSMC simulation results, while those for the plane
Poiseuille flow problem are consistent with DSMC results and can
capture near-wall Knudsen layer effects. Finally, the entropy genera-
tion function has been evaluated for the two considered test cases to
demonstrate that the proposed moment equations comply with the
second law of thermodynamics.
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