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Multiscale modelling reveals higher charge
transport eciencies of DNA relative to RNA
independent of mechanism†

Abhishek Aggarwal, a Saientan Bag,a Ravindra Venkatramani,b Manish Jaina and

Prabal K. Maiti*a

In this study, we compare the charge transport properties of multiple double-stranded (ds)RNA sequences

with corresponding dsDNA sequences. Recent studies have presented a contradictory picture of relative

charge transport eciencies in A-form DNA : RNA hybrids and dsDNA. Using a multiscale modelling

framework, we compute conductance of dsDNA and dsRNA using Landauer formalism in the coherent

limit and Marcus–Hush theory in the incoherent limit. We nd that dsDNA conducts better than dsRNA in

both the charge transport regimes. Our analysis shows that the structural dierences in the twist angle

and slide of dsDNA and dsRNA are the main reasons behind the higher conductance of dsDNA in the

incoherent hopping regime. In the coherent limit however, for the same base pair length, the conduc-

tance of dsRNA is higher than that of dsDNA for the morphologies where dsRNA has a smaller end-to-

end length relative to that of dsDNA.

1 Introduction

In recent years, the topic of DNA electronic conductance has
gained much attention. DNA mediated electronic charge trans-
port has been found to have biological implications,1 relevant
for processes such as redox switching of [4Fe4S] clusters found
in DNA processing enzymes2–4 and DNA damage.5,6 The study
of charge transport in nucleic acids is also relevant for assay-
ing genetic materials.7,8 Self-assembly, multiple mechanisms
of charge transport9 and sequence-based tenability are some
of the properties of dsDNA which make it a promising candi-
date for molecular electronics apart from its biological signifi-
cance.10 Several experimental7,11–15 works have studied the
charge transport properties of dsDNA. A variety of theoretical
approaches have been developed to study charge transport pro-
perties of DNA.16–21 Previous studies have invoked incoherent
hopping transport mechanisms22,23 and coherent trans-
mission of charges7,24 to explain the charge transport pro-
perties of DNA of various lengths.

In contrast, the dsRNA have not yet received much attention
and only a few studies exist25,26 which provide some under-

standing of the dsRNA electronic charge transport properties.
RNA is a macro-molecule comprising repeated stacks of
nucleobases formed by either AU (UA) or GC (CG) pairs
coupled via hydrogen bonds.27

In addition of having Uracil instead of Thymine, RNA also
has dierent backbone than DNA. While DNA has a deoxyri-
bose and phosphate backbone, RNA has a ribose and phos-
phate backbone. The conformation of a nucleic acid depends
on the sequence, the environment of the nucleic acid (NA)
chain28 and whether it is RNA or DNA.29 Like dsDNA, RNA
also exists in double stranded form, although dsDNA exists in
B-form whereas dsRNA exists in A-form. Due to these simi-
larities and dissimilarities of RNA with DNA, some obvious
questions arise. Can dsRNA be used in molecular electronics?
If yes, which one will conduct better-DNA or RNA?

Recently, Wu et al.26 reported similar charge mobilities in
both DNA and RNA and found that the hole mobilities are
higher than the electron mobilities. Li et al.12,13 compared the
charge-transport properties of guanine-rich RNA/DNA hybrids
to dsDNA duplexes with identical sequences experimentally
and reported higher conductance and decay constants for
A-form RNA/DNA hybrids relative to B-form dsDNA. Wong
et al.25 reported hole transport properties of A-form RNA/DNA
hybrid duplexes to compare with B-form dsDNA duplexes.
They found a shallow distance dependence of hole transport
rates in both types of duplexes but a lower yield for hole trans-
port in DNA : RNA hybrids relative to dsDNA duplexes. These
contrasting results in the literature invoke a need for a more
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detailed examination of the charge transport phenomenon in
nucleic acids. Moreover, the electronic charge transport pro-
perties of dsRNA cannot be estimated from RNA/DNA hybrids
or A-form dsDNA as their conformational properties are
dierent.30 Through this study, we attempt to fill this gap.

The aim of the present study is to characterize the charge
transport properties of A-form dsRNA and compare them to
B-form dsDNA. The electronic charge transport in nucleic acids
has been previously described using three mechanisms: coherent
tunneling,31 intermediate tunneling-hopping32 and incoherent
hopping.22 In this work, we examine two dierent charge trans-
port mechanisms: (a) thermally induced hopping charge trans-
port mechanism described by Marcus–Hush formalism33,34 and
(b) coherent transport mechanism described by Landauer form-
alism.31 Both the mechanisms involve completely dierent
physics and treat the charge transport properties in two extreme
limits: diusive and coherent. Previous studies present evidence
for both the incoherent and coherent mechanisms in nucleic
acids.9,22,31 Studies have further shown the transition from
hopping regime to tunneling regime in the charge transport in
DNA by varying the molecular length and sequence.35 The exact
mechanism of charge transport dominant in nucleic acids has
attracted considerable debate9,12,13,22,31,36 in the literature. In this
work, we do not attempt to resolve this issue, instead we present
the charge transport properties using both the mechanisms and
justify the results using dierent structural parameters.

We compute the charge transport properties using a multi-
scale modelling framework which combines molecular
dynamics simulations and first-principle calculations for
determining the structural and electronic properties of nucleic
acids. Additionally, the Kinetic Monte Carlo simulation is used
in the hopping mechanism. The eect of sequence and base
pair (bp) length is also studied here. We also compute the
structural parameters such as rise, twist and inclination angle
for both DNA and RNA sequences which are expected to influ-
ence the charge transport in the hopping case.

We find that the dsDNA conducts better than dsRNA inde-
pendent of the charge transfer mechanism. The dierence in
conductance of dsRNA and dsDNA in the incoherent hopping
regime can be attributed to the dierent helical structural
parameters of the two nucleic acids. While helical dsRNA is on
average more compact relative to dsDNA of the same base pair
length, the coherent conductance of dsDNA is higher than
that of dsRNA of the same end-to-end length. However, the
smaller end-to-end length of dsRNA relative to dsDNA leads to
the experimentally observed higher conductance of the former.

The paper is organized as follows: In the Methodology
section, we present the multiscale modelling framework used
for the current calculations. Detailed description of MD simu-
lations and the formulations describing incoherent hopping
and coherent transport are discussed in this section. In the
Results section, we compare the results obtained for dsDNA
and dsRNA for both charge transport mechanisms and corre-
late the results to various structural parameters. In the
Conclusions section, we discuss the implications of our results
and connections to experiments.

2 Methodology
2.1 MD simulation

As a first step of the multiscale modeling framework, we per-
formed all-atom molecular dynamics (MD) simulation of the
nucleic acids to predict a realistic solvated structural ensemble
of the nucleic acids. The initial structures of the duplex RNA
in A-form and duplex DNA in B-form for MD simulations were
generated using the NAB37 module available in the AMBER37

suite of programs. We then simulated dsRNA with lengths of
12, 14, 16, 18 and 20 base pairs, using the sequence d-
(CGCGAnUnCGCG) with n = 2 to 6 and d-(CG)n (with n = 2 to 6)
dsDNA and dsRNA sequences to examine the length depen-
dence of charge transport properties of nucleic acids. In
addition, to study the eect of nucleic acid sequence on our
results comparing dsDNA and dsRNA charge transport in inco-
herent and coherent regimes, we also simulated four other 12
bp long dsRNA and the corresponding dsDNA sequences.
These include d-(CGCGCGCGCGCG), d-(CCCCCCCCCCCC), d-
(AAAAAAAAAAAA) and d-(AUAUAUAUAUAU) (d-(ATATATATATAT)
for dsDNA).

Each dsDNA or dsRNA structure was solvated in a box of
water using TIP3P water model38 using xleap module of
AMBER 16.37 The water box dimensions were chosen to ensure
15 Å solvation of the nucleic acid in each direction.
Appropriate number of Na+ counterions were added to neutral-
ize the negative charge of phosphate backbone of the nucleic
acid chain. We used a combination of 99bsc0 and OL339,40

for RNA, whereas for B-form DNA, we used 99bsc0 and
OL1541,42 force fields. The system was equilibrated at a temp-
erature of 300 K and a pressure of 1 bar. We performed a pro-
duction run of 100 ns for all the sequences using the PMEMD
code available in AMBER37 package. For more details about
the simulation protocol, please refer to our previous work.8

Structural snapshots along the trajectories were saved after
every 2 ps. For each sequence, we used 50 equilibrated snap-
shots for charge transport calculations in the hopping charge
transport mechanism whereas for the coherent mechanism, 25
snapshots were used for the calculations. The initial NAB37

generated structures of B-DNA and A-RNA are shown in
Fig. 1(a) and (b). Fig. 1(c) shows a schematic diagram of a

Fig. 1 Initial structure of (a) B-form DNA sequence d-

(CGCGAATTCGCG). (b) A-form dsRNA d-(CGCGAAUUCGCG) used for

MD simulation. (c) Schematic diagram showing DNA with electrodes.

DNA/RNA are shown in blue, while the electrodes are shown in yellow

colour.
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nucleic acid chain with electrodes connected to its terminals.
The structural analysis of the dsDNA/dsRNA is done using
cpptraj module.37

2.2 The hopping transport

We use the Semi-Classical Marcus–Hush33,43 formalism to cal-
culate the current through the double stranded nucleic acids.
In this theory, charge transport is described as incoherent
hopping of charge carriers between charge hopping sites.
Several theoretical and experimental investigations have
demonstrated that the charge transport in nucleic acids is
mediated by stacked nucleobases through strong π–π

interactions.8,44 In this mechanism, we remove the backbone
atoms from both the dsDNA and dsRNA and use only the
nucleobases capped with hydrogen to satisfy valencies of the
dangling bonds for further calculations and optimizations. In
Marcus–Hush formalism, the charge transfer rate ωik from ith
charge hopping site to the kth hopping site is given by:8,33

ωik ¼
2π
ℏ

Jik
2j j



4πλikkBT
p exp

ðΔGik  λikÞ2
4λikkBT

 

ð1Þ

where Jik is the transfer integral,
45 defined as:

Jik ¼< ϕ ijHjϕ k > ð2Þ

Here, ϕi and ϕk are the diabatic wave functions localized on
the ith and kth sites respectively. Both the hole and electron
current are calculated in this study. In the case of hole trans-
port, the Highest Occupied Molecular Orbital (HOMO) are
used as the diabatic wave function whereas, for electron trans-
port, Lowest Unoccupied Molecular Orbital (LUMO) are used.
To account for the eect of dynamic disorder arising due to
the thermal fluctuations, electronic couplings between all
possible nearest neighbors charge hopping base pairs (Fig. S7
of ESI†) are computed for 50 nucleic acid snapshots sampled
from MD simulations. H is the Hamiltonian for the two-site
system between which the charge transfer takes place. λik is the
reorganization energy. ΔGik is the free energy dierence
between two sites, h is the Planck’s constant, kB is the
Boltzmann constant, and T is the absolute temperature.

The reorganization energy, λik, has two parts: inner sphere
reorganization energy and outer sphere reorganization energy.
Inner sphere reorganization energy takes into account the
change in nuclear degrees of freedom when the charge trans-
fer takes place between one charge hopping site to another.
This is defined as:8,22,46

λintik ¼ UnC
i  UnN

i þ UcN
k  UcC

k ð3Þ

UnC
i (UcN

i ) is the internal energy of neutral (charged) base in
charged (neutral) state geometry. UnN

i (UcC
i ) is the internal

energy of neutral (charged) base in neutral (charged) state geo-
metry. Whereas, the reorganization of the environment as the
charge transfer occurs is considered using the outer sphere
reorganization. This parameter should have a similar value for
dsDNA and dsRNA as the solvation conditions for the two
systems were same for all calculations. For simplicity, we set

the outer-sphere reorganization to 0 eV, in our calculations.
Using non-zero values of the outersphere reorganization
energy (up to 1 eV) does not change the relative conductance
trend of dsDNA and dsRNA (Fig. S8 of ESI†).

Free energy dierence between two charge hopping sites
consists of two parts-internal free energy dierence and exter-
nal free energy dierence. The internal free energy dierence
is taken as the dierence between internal energies of the two
hopping sites as:8,22,46

ΔGint
ik ¼ ΔUi  ΔUk ð4Þ

) ΔGint
ik ¼ ðUcC

i  UnN
i Þ ðUcC

k  UnN
k Þ; ð5Þ

where ΔUi(k) refers to the adiabatic ionization potential
(or electron anity) of base i(k) and ΔU

cCðnNÞ
iðkÞ is the total

energy of the base i(k) in charge (neutral) state and geome-
try. The ionization energies and electron anities of dsDNA
and dsRNA nucleobases are provided in Table 2 of ESI.†
The external free energy dierence is taken as the potential
dierence between the two hopping sites as described in
ESI.†

The calculation of transfer integrals and reorganization
energies are performed using density functional theory (DFT)
which have been carried out with M062X/6-31g(d) functional
level of theory using Gaussian0947 software package.
Polarizable Continuum Model (PCM)48 is used in the calcu-
lations to consider the eect of solvation arising due to sur-
rounding water medium of the base pairs. VOTCA-CTP45,46

software package is also used to calculate the transfer integral
values for all possible base pairs.

2.3 Kinetic Monte Carlo

Once the charge hopping rates are obtained for all possible
base pairs, Kinetic Monte Carlo46,49 (KMC) method is used for
the calculation of V–I characteristics. In KMC algorithm, the
time evolution of the system is described by solving the master
equation of probabilities.8,22,46 In this scheme, a random
charge hopping site, i, is assigned a unit charge at the initial
time t = 0. To calculate the waiting time τ at charge hopping
site i, we use the relation:8,22,46

τ ¼ ωi
1 ln ðr1Þ ð6Þ

where ωi ¼
P

n

j¼1
ωij is the sum of the charge hopping rates for all

the possible hopping sites ( j) from site i, n is the total number
of charge hopping sites available for charge at site i and r1 is a
uniform random number between 0 and 1. After the calcu-
lation of the waiting time, the total time is then updated as t =

t + τ. The hopping site, the j for which

P

j

ωij

ωi
is largest and ≤r2,

is chosen as the site where the charge hops next. Here, r2 is
another uniform random number between 0 and 1. The above

condition ensures that the site j is chosen with probability
ωij
ω .

After this, we update the position of the charge and repeat the
above process which provides the probabilities for each site.
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The current is then computed by solving the following master
equation of probabilities:50

Ibp ¼ e
X

i

ðPb1ωb1i  Piωib1Þ þ
X

i

ðPb2ωb2i  Piωib2Þ
" #

ð7Þ

Here, e is the unit electric charge, i stands for all the poss-
ible hopping sites which are in the direction of flow of current,
b1 and b2 are the base stacks of base pair bp. Hence, the mean
current is average over all base pairs, I = <Ibp>.

2.4 The coherent transport

To calculate the charge transport properties using coherent
tunneling mechanism, we use a methodology which consists
of the following three steps: (a) ab initio calculations to obtain
the Hamiltonian matrix for the full dsDNA/dsRNA system, (b)
use of non-equilibrium Green’s function (NEGF) method to
get the transmission through the molecule, and finally (c)
obtaining the V–I characteristics using Landauer formalism.
This framework has been used in several previous works to
study the charge transport properties of various organic
systems.51–53

We consider 25 nucleic acid structures sampled from the
last 2 ns of 100 ns long MD simulated trajectory in our calcu-
lations. To obtain the Hamiltonian matrices for these struc-
tures, we use GAUSSIAN0947 software package adopting the
semi-empirical method PM3.54 The semi-empirical method is
used to reduce the computational cost of the calculations. The
Fock matrix obtained after semi-empirical calculation, which
is in the basis of atomic orbitals, is taken as the Hamiltonian
matrix for subsequent calculations.

To obtain the transmission through the molecule, the
NEGF framework is used, in which the molecular Green’s func-
tion is modified due to atomic contacts with virtual electrodes.
The Green’s function is given by:20,51

GðEÞ ¼ 1

ðEI  H  Σl
 ΣrÞ

ð8Þ

where, H is the Hamiltonian of the isolated molecule. The self-
energies Σl and Σr describe the broadening and shifting eects
of the left (l) and right (r) electrodes respectively, on the mole-
cular energies. In our calculations, only imaginary part of the
self-energy matrix is considered. The transmission probability
for charge transport from one electrode to the other electrode
over all pathways is given by:

TðEÞ ¼ Γ lGΓ rG † ð9Þ

Here, Γl and Γ
r are the broadening matrices given by Γ = i[Σ

− Σ
†]. Several studies on molecular conductance31,51,55 have

been carried out under these approximations wherein the elec-
trode atoms are not explicitly modelled, instead the eect of
the electrodes has been considered using the broadening
matrices. We assume that the electrodes electronically couple
only to the terminal base pairs and add the broadening para-
meter on all the atomic orbitals representing the terminal base
pairs’ atoms only except for the backbone atoms. Hence, the

elements of the broadening matrices are given as Γij = 0.1 eV,
for the terminal base pair atomic orbitals and i = j, and is
taken as 0 eV otherwise.

The choice for the broadening matrices was fitted to repro-
duce the magnitude of experimental currents. Varying the
magnitude of the coupling of the electrodes to the terminal
base pairs only changes the magnitude of the transmission
coecients, qualitatively the charge transport properties
remain same. Using the above formalism and parameters, we
get the value of transmission coecient for a range of energy
values. After that, the Landauer expression56–58 is used to get
the value of current I at a given voltage V:

I ¼ 2e2

h

ð

1

1

dE f E þ eV

2

 

 f E 

eV

2

  

TðEÞ ð10Þ

Here, f (E) is the Fermi energy function given by:

f ðEÞ ¼ 1
1þ expððE  μÞ=kBTÞ

ð11Þ

Here, kB is the Boltzmann constant and T is the tempera-
ture taken as 300 K and μ is the chemical potential of the elec-
trodes. We find that the Fermi level of the dsDNA system
increases by 0.36 eV upon the attachment of gold electrodes in
our other work.59 Hence, the Fermi level in our calculations
has been taken to be 0.36 eV above the HOMO energy level of
each DNA/RNA snapshot. Please note that these calculations
may overestimate resonant transport as the decoherence
eects are neglected here.60 The above formalism is applied to
25 randomly chosen snapshots from last 2 ns trajectory of 100
ns long MD simulation of both dsDNA as well as dsRNA and
the averaged V–I characteristics are presented in the results
section.

3 Results and discussion
3.1 Hopping mechanism

The average V–I characteristic curve for 4 bp A-RNA d-(CGCG)
and B-DNA d-(CGCG) are shown in Fig. 2(a). For comparison,
we also show the V–I characteristic curve for the 12 bp dsDNA

Fig. 2 V–I characteristic curve for (a) 4 bp d-(CGCG) B-DNA and

A-RNA sequences and (b) 12 bp d-(CGCGAATTCGCG) B-DNA and

A-RNA sequences using hopping transport mechanism. The hole

current for 4 bp case is μA, whereas for 12 bp sequences, it is in nA

range. In both the cases, dsDNA conducts better than dsRNA.
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and dsRNA d-(CGCGAATTCGCG) in Fig. 2(b). Clearly, A-RNA
has lower conductance than B-DNA, although the V–I charac-
teristics are similar i.e. the current is negligible for very low
voltages and grows non-linearly above a threshold voltage. The
current is of the order of μA for 4 bp sequences, while for 12
bp sequences, it is in nA range. To understand the eect of
length of RNA on the conductance in the hopping regime, we
calculate the decay constant using the conductance vs. base
pair lengths of A-RNA (d-(CGCGAnUnCGCG)) curve as shown in
Fig. S6a of ESI.† The decay constant value is 0.16 Å−1 which is
very small and indicates that the length dependence of con-
ductance is weak. A similar pattern has been found for
dsDNA22 in previous works as well. The lower hole transport
yield of A-form DNA : RNA hybrids than B-form dsDNA in the
regime where the hole transport is weakly dependent on the
length, is also seen in experiments before.25

To understand the eect of sequence on the conductance,14

we obtained the V–I curve for various DNA and RNA sequences.
The results obtained are very similar, i.e. in each case B-form
dsDNA conducts better than the corresponding A-form dsRNA
(Fig. S1 of ESI†). The V–I characteristics shown here are for the
hole currents. The electronic current is also calculated which
is shown in Fig. S2 of ESI.† The electronic current is 2 orders
of magnitude smaller than the hole current, but for the elec-
tronic current as well, the trend remains the same, i.e. dsDNA
conducts better than dsRNA. The dierence in the electronic
and hole conductance is due to higher reorganization energies
required for electrons relative to holes. For example, the reor-
ganization energy for hole transport between cytosine and

guanine is 0.60 eV whereas for electron, it is 1.06 eV. Readers
are referred to ESI† for more information on dierences in
reorganization energies for holes and electrons for dierent
nucleobases. So, higher hole current is not surprising and has
been noted in several previous works.14,25,26

DsDNA and dsRNA have chemically dierent backbones
because of which they have distinct conformations and
mechanical properties.8,22,61–63 However, as we have removed
the backbone atoms from the calculations, the chemical pro-
perties of DNA and RNA are similar. So, the dierence in the
conductance of DNA and RNA must be due to their structural
dierences. So, in the following sections, we examined how
the two nucleic acids species dier in terms of their structural
parameters namely rise, helical rise, slide, inclination angle
and twist.

3.1.1 Structural parameters. To understand the structural
dierences between A-RNA and B-DNA, we plotted histograms
of the helical parameters for both DNA and RNA. The incli-
nation angle is a crucial parameter to understand the structure
of a nucleic acid. This is defined as the angle between the
helical axis and the rise vector.64 As described in Fig. 3, the
helical rise is the distance between two consecutive base pairs
along the helical axis, whereas rise is the inter base-pair trans-
lational parameter which measures the distance between the
two bases in the base pair reference frame.65,66 The dierence
in helical-rise and rise becomes larger as the inclination angle
increases (Fig. 3). The relation between helical rise (h-rise) and
rise can be understood in terms of inclination angle (θ) and
slide as (Fig. 3):64

h-rise ¼ rise cos θ þ slide sin θ ð12Þ

The comparison of structural parameters between A-RNA
and B-DNA leads to a conclusion that although A-RNA has less
helical rise than B-DNA, they have similar rise (Fig. 4). Other
observations are that the A-RNA has higher inclination angle
and slide than B-DNA, whereas B-DNA has higher twist angle
value than A-RNA. The reason behind the dierence in the
helical rise of A-RNA and B-DNA is the larger inclination angle
and larger slide in A-RNA than B-DNA due to which the helical
rise becomes smaller in A-RNA (Fig. 4). The charge transfer
hopping rate is highly sensitive to the electronic coupling of
the hopping sites. So, any parameter that aects transfer inte-

Fig. 3 Schematic diagram describing the dierence between the

helical rise and rise of nucleic acids. (a) If the inclination angle and slide

are zero, the bases are stacked one above other. (b) For a non-zero incli-

nation angle, the bases are tilted with respect to the helical axis. (c) For a

non-zero inclination angle as well as non-zero slide, one base is dis-

placed with respect to other base in addition to the tilt. Thus, higher

value of slide leads to larger distance between the two bases.

Fig. 4 Distribution of helical parameters for d-(CGCGAATTCGCG) sequence for B-DNA and correspondingly d-(CGCGAAUUCGCG) for A-RNA. (a)

Rise: Rise for A-RNA and B-DNA are almost same. (b) Slide: A-RNA has higher absolute value of slide than B-DNA. (c) Helical rise: Although rise of

B-DNA and A-RNA are similar, the helical rise of B-DNA is higher in magnitude than A-RNA. (d) Inclination angle: A-RNA has very high inclination

angle than B-DNA. (e) Twist: A-RNA has lesser twist angle than B-DNA.
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gral will directly aect the conductance values. We try to find
the dependence of transfer integral values on various struc-
tural parameters of nucleic acids in the next section.

3.1.2 Dependence of transfer integral values on nucleic

acid structural parameters. The electronic coupling between
two charge hopping sites is highly sensitive to their relative
orientation as well as their relative distance.67,68 In case of
dsDNA and dsRNA, computed structural parameters such as
slide, inclination angle and twist angle impact the relative geo-
metry of two bases in dierent ways. For instance, the eect of
higher slide in dsRNA is to increase the distance between the
bases, whereas dierent twist angle is responsible for dierent
relative orientations in dsDNA and dsRNA. The probability dis-
tribution of electronic couplings for all possible charge
hopping sites of dsDNA and dsRNA shows that the electronic
coupling values are higher for B-DNA than A-RNA (Fig. 5(a)).
We present a distribution plot of center of mass (C.O.M.) dis-
tance between bases in A-form dsRNA of d-(CGCGAAUUCGCG)
and B-form dsDNA d-(CGCGAATTCGCG) chain (Fig. 5(b)) and
find that the distance between bases in dsRNA is higher than
B-form dsDNA. The variation of transfer integral values with
the distance between two bases A and T is presented in
Fig. 5(d). Clearly, the transfer integral decays exponentially
with increase in rise. This dependence plays a pivotal role in
deciding the hopping rate between two charge localization

sites and hence decides the conductance of a DNA or RNA
chain.69 This is reflected in the conductance values of these
sequences. We also plotted the variation of transfer integral
values with twist angle (Fig. 5(c)). The transfer integral values
vary periodically with twist angles. Thus, the conductance of a
nucleic acid chain can be estimated from its structural pro-
perties using charge hopping mechanism. As a concluding
remark, it can be said that the dsDNA conducts better than
dsRNA in hopping regime due to their structural dierences.
The dependence of transfer integral on slide and twist leads to
a dierence in the charge hopping rates between charge
hopping sites leading to dierent charge transport properties
of the two molecules.

3.1.3 Eect of disorder on the charge transfer properties.

The fluctuations in the geometry of the nucleic acid base pairs
are known to be directly coupled to the charge transfer
rate.70–75 In our calculations, the structural fluctuations are
automatically considered since we compute the electronic
couplings for each possible base pair of 50 dierent mor-
phologies taken from the MD simulated trajectories. This
ensures that the eect of fluctuations of each structural para-
meter of the nucleic acid like rise, slide, twist and inclination
angle is considered properly in the charge transport
calculations.

In addition to the static disorder described above, dynamic
fluctuations in nucleobase geometries (dynamic disorder) on
the timescale of charge transport can also impact hopping
rates. In order to account for the eect of dynamic disorder on
the transport properties of dsDNA and dsRNA, we use the
formalism described by Troisi et al.70 Here, the correction in
the hopping rate is given by the following term:70

ω
ð2Þ
ik ¼ ω

ð0Þ
ik 2

ℏ
2

τc2
ðλik þ ΔGikÞ2  2λikkBT

ð4λikkBTÞ2
1

, Jik >
2

, Jik2 >

 

ð13Þ

where ω
ð2Þ
ik is the correction term to the Marcus–Hush hopping

rate expression as described in eqn (1) and τc is the character-
istic fluctuation time of electronic couplings. The term Jik

2 is
replaced by <Jik

2> in the eqn (1) as described in ref. 70. We cal-
culate the current for a potential bias of 2 V for a range of τc
values using the modified hopping rate values for each base
pair and find that the relative trend of conductance of dsDNA
and dsRNA does not change (Fig. 6(c)).

This implies that the dsDNA conducts better than dsRNA
regardless of the method of consideration of the dynamic dis-
order in the calculation.

To explicitly examine the eect of disorder in the site ener-
gies and electronic couplings on the relative conduction pro-
perties of dsDNA and dsRNA, we implement the formalism
used by Siebbeles et al.76 We introduce fluctuations in the site
energies as uncorrelated stochastic processes in the KMC
simulations. We sampled the additional fluctuations from a
uniform distribution with amplitude, A, centered at zero as, δE
∈ [−A, A] where A varies between 0 and 1 eV. Fig. 6d shows the
variation of the current at an applied potential bias of 1 V
across dsDNA and dsRNA with the amplitudes of the

Fig. 5 (a) Probability distribution of log of square of electronic coupling

values of all possible hopping pairs of 50 morphologies of B-form

dsDNA (d-(CGCGAATTCGCG)) and A-form dsRNA (d-

(CGCGAAUUCGCG)). (b) Distribution graph of distance between con-

secutive base pairs of B-DNA and A-RNA showing there are more small-

distanced bases in B-DNA than A-RNA, hence current is higher in

B-DNA. (c) Graph showing variation of the square of transfer integral

values with rise between two bases (A and T). Clearly, the transfer inte-

gral values decrease rapidly with increasing distances between bases. (d)

Variation of square of transfer integral values with twist angle between A

and T shows that the transfer integrals depend periodically on the twist

angle values.
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additional disorder added to the site energy values. Notice that
the conductance varies over several orders of magnitude with
changes in the disorder amplitudes. This is expected since the
charge hopping rates depend exponentially on the site energy
dierences (eqn (1)). Despite this variability, the conductance
of dsDNA is higher than that of dsRNA for all values of dis-
orders in site energies considered here. Similarly, introducing
additional fluctuations to the electronic couplings of two
hopping sites does not alter the relative electronic conduction
properties of dsDNA and dsRNA (Fig. S5†). Thus, our con-
clusion that B-form dsDNA shows better electronic conduction
than A-form dsRNA in the incoherent hopping regime is unal-
tered upon addition of dynamic disorder in KMC parameters.

To understand the time scales involved in charge fluctu-
ation as well as structural fluctuations, we calculated electronic
couplings for the third C : G base pair for each snapshot taken
after every 8 fs from a short simulation of 10 ps of Drew
Dickerson dodecamer dsRNA. Fig. 6(a) and (b) shows the auto-
correlation function of the electronic couplings and various
structural parameters respectively. Clearly, the timescale over
which electronic coupling correlations decay is much smaller
(<100 fs) than the timescale for fluctuations in nucleobase geo-
metries (picoseconds). Thus, the eect of dynamics disorder
appears to be minimal in these systems. To summarize,
dsDNA conducts better than dsRNA in the hopping regime
regardless of the disorders in the dsDNA/dsRNA systems.

3.2 Coherent mechanism

The V–I characteristics curves for 4 bp d-(CGCG) dsDNA and
dsRNA sequences using coherent tunneling mechanism are
shown in Fig. 7(a). Clearly, dsRNA has a higher conductance
than dsDNA. Notably, the current is of the order of few μA for
both dsDNA and dsRNA. This is in accordance with the results
obtained using the hopping charge transport mechanism.

As the position of the Fermi level relative to the molecular
orbital energies aects the magnitude of conductance in a
drastic way, we sweep through multiple Fermi energies values
between the molecular HOMO–LUMO gap and check the rela-
tive conductance of dsDNA and dsRNA. Fig. 7(c) shows the log-
arithm of transmission probabilities vs. energies for dsDNA
and dsRNA showing that dsRNA has a higher transmission
probability than dsDNA independent of the position of the
Fermi energy. This indicates that the current at 100 mV at any
given Fermi energy will be higher for dsRNA. This can be seen in
Fig. 7(b). Hence, 4 bp dsRNA conducts better than 4 bp dsDNA.

We also calculated transmission probabilities for 12 bp long
dsDNA d-(CGCGAATTCGCG) and dsRNA d-(CGCGAAUUCGCG).
Fig. 8(a) shows the distribution of tunneling current of dierent
snapshots of dsRNA and dsDNA at dierent potential biases.
The distribution of currents for dsDNA overlaps with a broad
part of distribution of currents for dsRNA. The solid lines rep-
resent the arithmetic means of the two nucleic acids.
Considering arithmetic mean is acceptable here as the distri-
butions are no longer expected to be log-normal. For longer
dsDNA/dsRNA strands, a mixture of coherent mechanisms
(tunneling as well as resonant transport) are operational

Fig. 6 (a) Auto-correlation function for electronic couplings between

the third G : C base pair of Drew–Dickerson dsRNA. Clearly, the elec-

tronic couplings decay rapidly on a 10 fs timescale. The inset shows the

zoomed auto-correlation function decay over the rst 60 fs. (b) Auto-

correlation function for various structural parameters for the same G : C

base pair. Correlations for the structural uctuations decay on sub-pico-

second (100–500 fs) timescale. (c) The current at 2 V for B-form dsDNA

and A-form dsRNA with disorder explicitly considered using the formal-

ism by Troisi et al.70 Clearly, dsDNA conducts better than dsRNA for any

value of τc. (d) Variation of the current at an applied potential bias of 1 V

with the amplitudes of the additional disorder incorporated to the site

energy values.

Fig. 7 (a) V–I characteristics curve for 4 bp dsDNA vs. dsRNA using

coherent charge transport mechanism. Clearly, dsRNA conducts better

than dsDNA. The error bars for the currents are derived assuming a log-

normal distribution of the tunneling current. (b) Variation of current at

100 mV vs. Fermi energy for 4 bp d-(CGCG) dsRNA and dsDNA. (c)

Variation of transmission probability vs. energy. The brown line rep-

resents the Fermi energy of the system. Both the curves show that at

any energy, 4 bp dsRNA conducts better 4 bp dsDNA.
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leading to the observed distribution and averages.60 The
current at 1 V is of the order of few nA in dsDNA which agrees
with the experimental results.15

Like 4 bp case, in 12 bp case also, at any given energy, the
transmission probability of dsDNA is lower than that of dsRNA
(Fig. 8(c)). Consequently, the current at 100 mV at any Fermi
energy is also less for dsDNA than dsRNA (Fig. 8(b)).

The reason for this trend can be understood in terms of the
high length dependence in tunneling mechanism.77 It is
known that the conductance depends approximately exponen-
tially on the length of the molecular device in tunneling
mechanism.77–79 The end-to-end distance of A-form dsRNA is
always less than B-form dsDNA for same base pair sequence.
For example, in the sequences used above, the distribution of
end-to-end distance for 12 bp dsRNA shows that the average
end-to-end distance for A-RNA is 30.97 Å while for dsDNA, it is
38.72 Å (Fig. 9(a)). Due to this, dsRNA conducts better than
dsDNA for a given Fermi energy level. For 4 bp sequence, the
dierence in the end-to-end distance is lower which leads to
less dierence in the order of magnitude of conductance.

Since the tunneling mechanism is highly length dependent
phenomenon,77 comparing the B-DNA and A-RNA sequences
with similar end-to-end distances should provide a better
insight to their physical properties. For this purpose, we
choose 20 snapshots both of 12 bp A-RNA as well as of 12 bp
B-DNA which have similar end-to-end distance (between 34.6 Å
and 34.7 Å (Fig. 9(a))) and calculate both hopping and tunnel-

ing charge transport. We find that, dsDNA shows better con-
ductance than dsRNA for both incoherent hopping transport
(Fig. 9(b)) as well as coherent tunneling transport(Fig. 9(c) and
(d)). However, in a given ensemble of B-DNA and A-RNA struc-
tures of the same base pair sequences, A-RNA should be more
compact, on average, and therefore show higher coherent con-
ductance relative to B-DNA (Fig. 8(a)). This is consistent with
our conclusion above that the higher conductance of dsRNA in
the tunneling regime is due to its shorter end-to-end distance
relative to dsDNA since the structures having similar length
show similar relative conductance as that obtained in the
hopping regime. The V–I characteristics of the other 12 bp
dsDNA and dsRNA sequences calculated using tunneling
mechanism also show that dsRNA conducts better than
dsDNA because of the smaller end-to-end length of dsRNA
relative to dsDNA (Fig. S3 of ESI†).

The hopping mechanism is a weakly length-dependent
process77 and the electronic coupling between two charge
hopping sites plays a vital role in determining the charge
transport properties. Hence, factors such as the local disorders
and high flexibility of nucleobase stacking reduce the conduc-
tance considerably in the hopping mechanism. For hopping
transport, the local structural parameters like rise, slide and
twist aect the conductance more than the end-to-end dis-

Fig. 8 (a) V–I characteristics curve for 12 bp dsDNA d-

(CGCGAATTCGCG) vs. dsRNA d-(CGCGAAUUCGCG) using coherent

charge transport mechanism. The solid lines represent the arithmetic

means of the two nucleic acids. Considering arithmetic mean is accep-

table here as the distributions are no longer expected to be log-normal.

Clearly, dsRNA conducts better than dsDNA here. (b) Variation of

current at 100 mV vs. Fermi energy for 12 bp d-(CGCGAAUUCGCG)

dsRNA and the corresponding dsDNA. (c) Variation of transmission prob-

ability vs. energy. The brown line represents the Fermi energy of the

system. Both the curves show that at any energy, 12 bp dsRNA conducts

better 12 bp dsDNA.

Fig. 9 (a) Distribution of end-to-end distance of 12 bp A-RNA d-

(CGCGAAUUCGCG) and B-DNA d-(CGCGAATTCGCG) for the 100 ns

long simulation. B-DNA has a higher average end-to-end distance than

A-RNA. (b) V–I characteristics for 20 structures of both 12 bp dsDNA

and dsRNA having similar end-to-end distance using hopping charge

transport mechanism. (c) Variation of transmission probability vs. energy

for the same 20 structures. (d) V–I characteristics for 20 structures of

both 12 bp dsDNA and dsRNA having similar end-to-end distance using

coherent tunneling charge transport mechanism. Clearly, in tunneling

mechanism, dsDNA has higher transmission probabilities and coherent

conductance relative to that of dsRNA when both have similar end-to-

end lengths. In hopping case, B-DNA conducts better than A-RNA

which shows that hopping phenomenon is more dependent on base-

pairs rather than the end-to-end distance.
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tance. Hence, in the hopping regime, B-DNA conducts better
than A-RNA due to the above reason. In tunneling mechanism,
at long distances, the charge transfer drops approximately
exponentially with distance78 and hence the end-to-end length
of the nucleic acid aects the conductance most. The decay
constant values for dsDNA and dsRNA are 0.52 Å−1 and
0.74 Å−1 respectively which represents strong length depen-
dence in coherent tunneling regime (Fig. S7b in ESI†). Also,
dsRNA has higher decay constant relative to dsDNA suggesting
stronger coherent mechanisms in dsRNA. This is in accord-
ance with previous experimental results.12,15

In order to compare our results with available experiments,
we also calculated the charge transport properties of 9 bp
B-form dsDNA and A-form dsRNA with sequence d-
(CCCGCGCCC). The charge transport properties of this
sequence have been studied experimentally in ref. 15. The
A-form 9-mer DNA : RNA hybrid used in ref. 15 has almost one
order of magnitude higher conductance than B-form 9-mer
dsDNA. In our study, we find a similar result for tunneling
transport (Fig. 10(b) and (c)). On the other hand, for hopping
transport (Fig. 10(a)), although the current is in nA range
which is consistent with the experimentally observed current
range,15 B-form dsDNA has almost 2 orders of magnitude
higher conductance than A-form dsRNA. We also calculated
the charge transport properties of 13 bp B-form dsDNA and
A-form dsRNA with sequence d-(CCCGCGCGCGCCC) which
also shows similar trends and the results are shown in

Fig. S6.† Hihath and co-workers12,13,15 find A-form DNA : RNA
hybrids to be around 10 times more conductive than B-form
dsDNA showing the conformational gating of dsDNA conduc-
tance in their experimental works. Moreover, they obtain a
higher decay constant for DNA : RNA hybrids relative to
dsDNA. Our simulations also show higher electronic conduc-
tion and decay constant for dsRNA relative to dsDNA in the
tunneling regime, generalizing the conformational gating be-
havior of nucleic acid conductance. In another series of experi-
mental works, Tao and co-workers11,35,36,80 study the length
and sequence dependence of dsDNA conductance and find
dsDNA resistance to be of the order of MΩ to GΩ which is in
close agreement to the order of magnitude of resistance
observed from our calculations.

4 Conclusions

We have calculated and compared the charge transport pro-
perties of dsDNA and dsRNA in two dierent charge transport
regimes. In the diusive limit, i.e. the hopping mechanism,
dsDNA conducts better than dsRNA as the higher values of
slide and inclination angle in dsRNA lead to lower currents in
dsRNA despite its lower helical rise. In the coherent limit as
well, i.e. wherein a tunneling mechanism is dominant, dsDNA
conducts better than dsRNA sequences of similar lengths but
because of the smaller average end-to-end distance of dsRNA, it
will show better conductance than dsDNA for a general ensem-
ble of structures. Thus, the answer to the question ‘DNA or
RNA- which one conducts better?’ depends on the regime under
which the molecular charge transport is measured. In the inco-
herent hopping regime, dsDNA has higher conductance relative
to dsRNA as it is more ordered than dsRNA whereas in the
coherent regime, the observed conductance trend is reversed as
dsRNA is shorter than dsDNA. By knowing the regime in which
the molecule is conducting, one can easily get a fair estimate of
its electrical properties. This finding is applicable to all the
existing experimental results for dsDNA, DNA : RNA hybrid, and
dsRNA charge transport properties,12,13,15,25,26 and resolves their
contradictory nature. Nonetheless, higher flexibility and com-
parable conductance eciencies of dsRNA relative to dsDNA
make dsRNA also suitable for all the organic electronics appli-
cations. This work provides an understanding of the charge
transport phenomenon involved in the dsDNA and dsRNA
which can contribute significantly towards the field of mole-
cular electronics and RNA nanotechnology.
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