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Impact of a Centerbody on the
Unsteady Flow Dynamics of a
Swirl Nozzle: Intermittency of
Precessing Vortex Core
Oscillations
The precessing vortex core (PVC) is a self-excited flow oscillation state occurring in
swirl nozzles. This is caused by the presence of a marginally unstable hydrodynamic heli-
cal mode that induces precession of the vortex breakdown bubble (VBB) around the flow
axis. The PVC can impact emissions and thermoacoustic stability characteristics of com-
bustors in various ways, as several prior studies have shown. In this paper, we examine
the impact of centerbody diameter (Dc) on the PVC in a nonreacting flow in a single noz-
zle swirl combustor. Time-resolved high-speed stereoscopic PIV measurements are per-
formed for combinations of two swirl numbers, S¼ 0.67 and 1.17 and Dc¼ 9.5 mm,
4.73 mm, and 0 (i.e., no centerbody). The bulk flow velocity at the nozzle exit plane is
kept constant as Ub¼ 8 m/s for all cases (Re � 20; 000). The centerbody end face lies in
the nozzle exit plane. A new modal decomposition technique based on wavelet filtering
and proper orthogonal decomposition provides insight into flow dynamics in terms of
global modes extracted from the data. The results show that without a centerbody, a
coherent PVC is present in the flow as expected. The introduction of a centerbody makes
the PVC oscillations intermittent. These results suggest two routes to intermittency as fol-
lows. For S¼ 0.67, the VBB and centerbody wake recirculation zone regions are nomi-
nally distinct. Intermittent separation and merger due to turbulence result in PVC
oscillations due to the destabilization of the hydrodynamic VBB precession mode of the
flow. In the S¼ 1.17 case, the time averaged VBB position causes it to engulf the center-
body. In this case, the emergence of intermittent PVC oscillations is a result of the
response of the flow to broadband stochastic forcing imposed on the time averaged vor-
ticity field due to turbulence. [DOI: 10.1115/1.4052144]

1 Introduction

Swirl flows are used in gas turbine combustors to achieve good
fuel-air mixing and reliable flame stabilization [1]. Air enters the
combustor primary zone through one or more nozzles equipped
with passages or vanes that impart a swirling motion to the flow.
The characteristics of these types of flows are determined by the
swirl number, S, defined as the ratio of the streamwise fluxes of
azimuthal and axial flow momentum. For sufficiently high values
of S, breakdown of the axial vortex can result in flow structures of
many different forms depending on the value of S and boundary
conditions [2–5]. For the range 0:5 � S � 1, vortex breakdown
typically leads to the formation of a nominally axisymmetric
bubble-like recirculation zone in the flow, referred to commonly
as the vortex breakdown bubble (VBB). The presence of the VBB
creates a stagnation point in the flow at its upstream end. Addi-
tionally, flow recirculation brings hot products and reaction inter-
mediates in contact with the fresh unburnt gas. Both of these
reasons aid flame stabilization downstream of the nozzle.

The VBB deflects the oncoming flow around itself to form an
annular jet. Strong shear layers are formed between the annular jet
and the VBB on the side closer to the flow axis, as well as,
between the annular jet and the surrounding fluid on the other
side. When created this way, several past studies have shown that
the emergence of the VBB can be accompanied by self-excited
precession, i.e., the VBB’s axis rotates around the geometric axis
of the flow [6–8]. Manoharan et al. [8] showed from their weakly

nonlinear analysis of a variable swirl turbulent jet experiment that
this is due to the emergence of a marginally unstable linear helical
hydrodynamic mode of the flow, due to the onset of vortex break-
down. The amplitude distribution of this mode induces VBB pre-
cession and resulting stable limit cycle oscillation, and perturbs
the flow shear layers in a helical fashion. Their rollup results in
the creation of a helical vortex that is wrapped around the precess-
ing VBB. This self-excited flow structure is commonly referred to
as the precessing vortex core (PVC) [7–10].

The PVC is known to influence combustor operation through its
influence on unsteady flame behavior in several ways. For
instance, the presence of a PVC can provide low-velocity path-
ways for flame propagation that can result in macroscopic flame
shape changes in the combustor [11–14]. This can, in turn, alter
the spatial distribution of heat release within the combustor and
result in the onset of undesirable thermoacoustic oscillations
[11,14]. These acoustic pressure oscillations are driven by
unsteady heat release oscillations driven by the response of the
flame to velocity and fuel-air ratio oscillations that the acoustic
pressure oscillations induce. Thus, by altering the flame shape
and, thereby, the spatial distribution of heat release, the PVC can
cause the emergence of thermoacoustic oscillations [11,12,14].
On the other hand, controlling PVC dynamics by adding microjets
that introduce counter-rotating swirl has been successful in sup-
pressing thermoacoustic instability by changing the flow and over-
all flame macrostructure [15,16].

In some cases, the PVC is known to have the opposite effect
and suppress thermoacoustic oscillations. An ongoing study
extending the weakly nonlinear analysis of Manoharan et al. [8] to
include imposed forcing suggests that this is due to nonlinear cou-
pling between the PVC and the axisymmetric hydrodynamic

1Corresponding author.
Manuscript received July 20, 2021; final manuscript received August 2, 2021;

published online November 8, 2021. Editor: Jerzy T. Sawicki.

Journal of Engineering for Gas Turbines and Power FEBRUARY 2022, Vol. 144 / 021014-1
Copyright VC 2022 by ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/gasturbinespow

er/article-pdf/144/2/021014/6786232/gtp_144_02_021014.pdf by Indian Institute of Science - Bangalore user on 24 June 2022

https://crossmark.crossref.org/dialog/?doi=10.1115/1.4052144&domain=pdf&date_stamp=2021-11-08


response of the flow to the forcing imposed by thermoacoustics.
These results will be presented in future papers. PVCs are also
known to have a favorable impact on combustor emissions
[17,18]. This is attributed to the enhancement of fuel-air mixing
that the PVC generates. For all these reasons, it is clear that from
a technological standpoint, the emergence and dynamics of PVC
oscillations in practical combustors need to be managed. There-
fore, understanding PVC behavior and how its emergence may be
controlled in combustors are problems of significant technological
importance.

Gas turbine combustor nozzles are equipped with centerbodies
for various reasons such as providing a means for fuel injection
and improving flame stabilization. Several recent studies have
shown that the presence of centerbodies can result in the stabiliza-
tion of PVC oscillations and, thereby, flame stabilization [19,20].
The nonlinear and linear analyses of Manoharan et al. [8] and
Tammisola et al. [21], respectively, show that limit cycle ampli-
tude growth and linear instability of the VBB precession mode are
driven by flow processes in the region upstream of the VBB,
referred to as the “wavemaker.” The presence of the wavemaker
has subsequently been confirmed in several other studies as well
[13,19,20]. The recent studies of Kaiser et al. [20] and Mukherjee
et al. [19], using a combination of experimental measurements,
large eddy simulations (LES), and linear stability analysis, show
that the introduction of a centerbody upstream of the VBB dis-
rupts the wavemaker and potentially stabilizing the VBB preces-
sion mode and suppressing the PVC oscillations. This is
consistent with observations reported in early variable swirl jet
studies of Escudier and Keller [6], who report the emergence of a
precessing VBB with increasing S. They report qualitatively that
the movement of the VBB upstream with increasing S suppresses
VBB precession when it reaches the upstream centerbody.

Figure 1 shows the two types of time averaged flow states that
are possible when a centerbody is introduced into a postvortex
breakdown swirl flow. These two states differ in the time averaged
position of the VBB relative to the centerbody. In the first case,
the VBB position is downstream of the centerbody end-face
resulting in the formation of a centerbody wake recirculation zone
(CWRZ), as shown schematically in Fig. 1(a). We refer to this as
the disjoint case in this paper to emphasize that the VBB and the
CWRZ are nominally separate flow regions. Mukherjee et al. [19]
showed from a combination of LES and linear stability analysis
that when this state is created in the flow, the linear VBB preces-
sion mode is destabilized, and limit cycle PVC oscillations
emerge. The second case is when the VBB position is sufficiently
upstream, so as to merge with the CWRZ or even engulf the cen-
terbody, as shown schematically in Fig. 1(b). We refer to this time

the averaged flow state as the conjoined case. In this case, the
merger of the VBB with the CWRZ or even the physical presence
of the centerbody when engulfed by the VBB disrupts the wave-
maker of the VBB precession mode [19,20]. This then suggests
that the VBB precession should be suppressed. However, it is
unclear as to how effective the suppression of VBB precession by
a centerbody is in practice, even though Kaiser et al. [20] broadly
show suppression of the VBB precession in their experiment.

Therefore, in this paper, we study the eventual flow state that
results in the above two cases and assess the effectiveness with
which the suppression of VBB precession, predicted theoretically,
occurs in practice. To this end, we study the unsteady dynamics of
the flow that results from both of these conditions in the single
nozzle swirl experiment of Ghoniem and coworkers [11,12]. The
time averaged position of the VBB is varied relative to the nozzle
exit plane by changing the upstream swirl number. This is
achieved by using two fixed vane axial swirlers with different
vane angle settings. The swirlers are equipped with a cylindrical
centerbody whose length ensures that its end-face is flush with the
combustor dump plane. Time resolved stereoscopic particle image
velocimetry (sPIV) measurements of the flow field are performed
for three cases for each upstream swirl setting. Two of these are
for centerbodies with diameter, Dc¼ 9.5 mm and 4.17 mm, and
the third is by leaving out the centerbody entirely, i.e.,
Dc¼ 0.0 mm. Note that changing Dc changes the nominal axial
length of the CWRZ in the disjoint case and, thereby, influences
its ability to merge with the VBB downstream.

The flow cases with centerbodies in the present experiments
show intermittent PVC oscillations, i.e., they are not completely
suppressed as prior studies suggest [19,20]. A newly developed
modal decomposition technique, using a combination of continu-
ous wavelet transforms and proper orthogonal decomposition
(POD) [22–24]—referred to here as wavelet POD (WPOD), is
used to gain insight into the globally nonstationary, intermittent
dynamics of the flow. We show that the presence of a centerbody
can induce intermittent PVC oscillations through two routes. In
the disjoint case, intermittent separation and merger between the
CWRZ and VBB result in intermittent VBB precession and PVC
oscillations. In the conjoined case, stochastic forcing by back-
ground turbulence results in an intermittent hydrodynamic
response due to the VBB mode. Thus, even though the linear
hydrodynamic VBB mode is nominally stabilized, PVC oscilla-
tions can occur due to the presence of background turbulence.

The rest of this paper is organized as follows. Sec. 2 describes
the experimental setup and details the cases studied in this paper.
Sec. 3 describes the data analysis procedures including the new
WPOD procedure. Sec. 4 presents the results of this analysis, and
Sec. 5 concludes the paper with an outlook on future work.

2 Experimental Setup

Figure 2 illustrates the single nozzle swirl combustor experi-
mental setup used in this study. Air enters the setup through a cir-
cular inlet duct with an inner diameter of D¼ 38 mm through a
choke plate, as shown on the left in Fig. 2. The inlet duct then
undergoes a sudden expansion to the combustor section, whose
inner radius is nearly twice that of the inlet duct. The origin of co-
ordinates in this study is positioned on the centerline of the

Fig. 1 Schematic of the two possible time averaged flow states
that can be achieved in swirling jets based on the spatial posi-
tion of the VBB and CWRZ relative to each other: (a) disjoint
(separated) and (b) conjoined (merged)

Fig. 2 Schematic of the single nozzle combustor facility show-
ing details of the centerbody and swirler
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geometry at the dump plane. The x-axis is chosen to lie along the
streamwise flow axis. An axial swirler is placed in the inlet duct,
such that its central hub is 5.5 cm upstream of the origin. The
swirler is comprised of eight filleted plates set at an angle to the
oncoming flow in order to induce swirl. A cylindrical centerbody
whose end face is flush with the dump plane is attached to the cen-
tral hub of the swirler, as shown schematically in Fig. 2. The mass
flowrate of air into the setup is controlled using a Sierra instru-
ments 780S Flat-Trak flowmeter with an accuracy of 61% of
maximum capacity.

The combustor section wall is a cylindrical fused silica quartz
tube to allow for optical access. Flow measurements are made
using two-dimensional, three-component high-speed sPIV. These
measurements are obtained in a field of view that encompasses the
entire width of the combustor, starting from the dump plane up to
a downstream distance of 114 mm (3D), as shown schematically
by the green region in Fig. 2. The illumination for these measure-
ments is provided by a Photonics dual-head 50 W Nd:YLF laser,
using standard diverging sheet generation optics. The flow region
is imaged with a pair of 1024� 1024 pixel, high-speed Nova S6
CMOS (Photron, CA) cameras using F-mount Nikon 60 mm
lenses equipped with schiempflug adapters.

The cameras are placed on both sides of the light sheet, as
shown in Fig. 3. One camera collects particle images in the for-
ward scatter mode with a larger intensity, and another in the back-
ward scatter mode with lower intensity. The aperture on both
cameras is, thus, set to f ¼ 8.0 and 5.6, respectively, to account
for this difference. Both cameras are placed roughly 500 mm
away from the imaging plane and inclined approximately 45 deg
to the imaging plane normal. The scheimpflug adapters were
adjusted to bring the entire region of interest into focus. A three
dimensional image with a precise arrangement of 5 mm diameter
dots was used to calibrate the stereo system. A total of 2048 pairs
of images were acquired at 2 kHz to yield 1.024 s worth of time
resolved snapshots.

The particle images are processed using Lavision’s DAVIS soft-
ware (version 10) using the following series of operations: First,
all four images (two image pairs) are background subtracted using
images with no flow, but with laser illumination. Next, all images
are subject to a sliding background filter eight pixels wide. Veloc-
ities are computed from these image pairs in five iterative steps—
initially with a 64� 64 window with a 50% overlap, then using
four passes with a 32� 32 window also with a 50% overlap.
Finally, the data are median filtered with a 1�, 5� 5 window. If
the resulting velocity vector has a correlation coefficient less than
0.5, it is considered untrustworthy and deleted. These operations
result in velocity field data with a spatial resolution of 1.8 mm in
both x and y directions.

2.1 Operating Conditions. Flow field measurements were
made for two swirler blade angles ab ¼ 45 deg and 60 deg and
three values of centerbody diameter Dc¼ 9.5 mm, 4.73 mm, and
0 mm (no centerbody), for each blade angle. Thus, the swirl

number S associated with ab ¼ 45 deg and 60 deg, respectively, is
0.67 and 1.17, determined using the following formula [25]

S ¼ 2

3

1� Dh=Dð Þ3

1� Dh=Dð Þ2

 !
tan ab (1)

where Dh is the diameter of the hub. All measurements were
obtained for a fixed area averaged bulk flow velocity, Ub¼ 8 m/s.
This was achieved using different upstream air flowrate settings
for the effective annular area associated with each value of Dc at
the exit of the inlet duct. Thus, the flow Reynolds number,
Re ¼ UbD=� � 20; 000. The various combinations of swirl num-
ber S and centerbody geometries studied in this work are shown in
Table 1.

The choice of these cases was motivated by the following con-
siderations. Cases 1 and 4 in Table 1 are used to establish baseline
nozzle behavior without a centerbody. The change in the value of
S between cases 1 and 4 yields two different time averaged posi-
tions of the vortex breakdown bubble (VBB) with respect to the
dump plane. It is well known that increasing S causes the VBB to
move upstream (see for e.g., Ref. [6]). As will be shown later, this
nominally results in the S¼ 0.67 case being a disjoint case and
S¼ 1.17 being a conjoined case. Dc is varied for both cases in
order to understand its impact on the eventual flow state.

3 Data Analysis

We analyze the sPIV data obtained from the various cases in
Table 1 in broadly three different ways. The first is by examining
traditional time averaged means and variances of flow velocity
components in order to understand the effect of changing S and
Dc on the overall spatial structure of the flow field. The second is
by performing spectral proper orthogonal decomposition (SPOD)
of the dataset to verify the presence of coherent oscillations. The
third is using a new multiresolution method based on combining
wavelet decompositions of the data with POD, which we refer to
as WPOD in this paper. We present a brief discussion of POD,
SPOD, and WPOD methods in general, in order to highlight the
sort of flow dynamics that each approach may be expected to reli-
ably capture. We begin with a brief description of POD that forms
the basis of SPOD and WPOD.

3.1 Proper Orthogonal Decomposition. Proper orthogonal
decomposition is a data decomposition technique that is used to
determine a set of mutually orthogonal basis functions and associ-
ated components that reconstruct the data [26–29]. When applied
to time resolved flow field measurements like in the present paper,
the basis modes identify the most energetic unsteady flow field
structures within the dataset. Thus, assuming that two-
dimensional snapshots of flow field measurements are available at
discrete points in space, e.g., from sPIV measurements, POD
determines a decomposition of the data that take the following
form:

qðx; y; tÞ ¼
XN

k¼0

akðtÞ/kðx; yÞ (2)

Fig. 3 Illustration of the arrangement of cameras in the stereo-
configuration and the imaging region (red line)

Table 1 Centerbody geometry parameters investigated in this
study

Case S Lc Dc

1 0.67 55 mm 0 mm
2 0.67 55 mm 4.7 mm
3 0.67 55 mm 9.5 mm
4 1.17 55 mm 0 mm
5 1.17 55 mm 4.7 mm
6 1.17 55 mm 9.5 mm
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where qðx; y; tÞ is the any flow quantity, e.g., velocity components
in the case of sPIV measurements, /k is the POD modes, and ak is
the temporal variations associated with each of these modes. By
construction, POD ensures that the modes /k are mutually orthog-
onal, i.e.,

h/i;/ji ¼
ð

X
/i/j dX ¼ dij (3)

where dij is the Kronecker delta, and the integration, appropriately
discretized, spans the spatial region over which measurements are
available.

The POD basis modes /k are also optimal, i.e., they minimize
the error: jjq� qMjj ¼ ðhðq� qMÞ; ðq� qMiÞ1=2

, where qM is an
approximate reconstruction of q that retains contributions from
only the first M modes, i.e., first M terms in Eq. (2).

The POD modes /k are determined directly from the data
qðx; y; tÞ as follows. A snapshot matrix S is created from succes-
sive flow field snapshots qðx; y; tÞ, where each column is a snap-
shot of q over the measurement domain at a given time t,
re-arranged as a column vector. The snapshots are assumed to be
equispaced in time in this paper. Assuming that there are P meas-
urements per snapshot and Q snapshots in all; S is a matrix of size
P�Q. It is now possible to determine the singular value decom-
position (SVD) of S as follows:

S ¼ URAT (4)

where U is a P�P matrix whose columns are the modes /k, A is
a Q�Q matrix whose columns sample akðtÞ in Eq. (2) at the times
corresponding to each snapshot, and R is P�Q matrix whose
upper square P�P submatrix is a diagonal matrix of singular val-
ues, i.e., RP�P ¼ diag½r1;…; rP�. The value of r2

k quantifies the
contribution of the mode /kðx; yÞ to the total energy in qðx; y; tÞ.
The above process orders the modes /k in descending order of the
values of r2

k .
Since the POD is applied on snapshots of time series data alone,

the temporal variations, akðtÞ, can, in general, be composed of
multiple frequency components, i.e., it is not possible to associate
the /k with flow motions at a given frequency. In many cases,
such as when analyzing flows with coherent flow motions like a
PVC with a well-defined frequency or when a spectrally resolved
basis for the reconstruction of flow motions is needed, a method
that can retain the optimal basis property of the POD modes while
being spectrally selective is desirable. We now describe two mod-
ifications to the above POD procedure that allow for spectrally
resolved optimal basis modes to be determined for both stationary
and nonstationary data.

3.2 Spectral Proper Orthogonal Decomposition. The
SPOD, proposed by Towne et al. [30], extracts optimal energy
ordered orthogonal modes that are spectrally resolved. This is
accomplished by performing a Fourier decomposition of the data first
and then applying the POD to snapshots at each frequency. Complete
details of this method can be found in Towne et al. [30], and we limit
our description here to a broad overview of the method.

The time series data are first divided into M ensembles of L
consecutive snapshots. A discrete Fourier transform (DFT) is
applied to the time series at each spatial point to obtain the field
q̂m;Lðx; y; xÞ, where m represents the ensemble index. This process
yields flow snapshots at L=2 discrete values of frequency, x from
each ensemble. A snapshot matrix at a given frequency, x,
resolved by the DFT is constructed using q̂m;Lðx; y; xÞ from each
ensemble, mapped into column vectors as the columns of a matrix
ŜðxÞ of size, P�M. The SVD in Eq. (3) is then computed for
ŜðxlÞ to yield POD modes /̂kðx; y; xlÞ and their corresponding
singular values r̂k;xl

.
Since /̂kðx; yÞ are now computed using Eq. (4) on ŜðxÞ com-

prised of Fourier components at x alone, they are readily

interpreted as POD modes that reconstruct flow dynamics at x,
i.e., q̂ðx; y; t; xÞ, as follows:

q̂ðx; y; t; xÞ ¼
XM

k¼0

âk/̂kðx; y; xÞe�ixt þ c:c: (5)

where i ¼
ffiffiffiffiffiffiffi
�1
p

and c:c: are the complex conjugate of the first
summation on the right in Eq. (5). The above approach is suited
for underlying flow data comprised of stationary unsteady flows,
i.e., whose spectral content does not change with time. This is the
underlying assumption made by using the Fourier transform on
the measured unsteady data.

We briefly review here an alternative approach to achieving
spectral selectivity with the POD method formulated by Sieber
et al. [31]. This method applies filtering to the diagonals of the

correlation matrix, K ¼ STS. The idea here is to reduce the fre-
quency content of K before computing its eigenvectors to yield
basis modes. This is motivated by the fact that the more close K is
to a Toeplitz circulant form, the more close are the POD modes to
a discrete Fourier transform of the time series data [32]. However,
the POD modes obtained are not orthogonal as depending on the
filter width chosen, one obtains modes that approximate the opti-
mal POD modes or modes resulting from a DFT of the underlying
data. This is not the case in the method of Towne et al. [30]
described here because the raw data itself are decomposed into
Fourier modes, and the POD is applied on these, thereby, ensuring
an optimal and spectrally selective decomposition.

However, many flows are characterized by intermittent
unsteady events that can be localized in both frequency and time.
Fourier decomposition replaces the description of signal variation
in time with a description of signal variation in frequency space.
Therefore, the Fourier transform cannot describe a signal whose
spectral content varies with time. Therefore, for this type of flow
data, a frequency-time decomposition that wavelet transforms pro-
vide is an appropriate approach.

3.3 Wavelet Proper Orthogonal Decomposition. This
approach replaces the initial spectral decomposition in the SPOD
approach with a frequency-time decomposition of qðx; y; tÞ using
wavelet transforms [33]. This frequency-time decomposition
effectively captures flow features, such as intermittent flow oscil-
lation events that are of limited extent in both frequency and time.
Time series signals corresponding to specific frequency ranges, in
which intermittent oscillations of interest occur can now be recon-
structed from the wavelet decomposed time series data. This is
achieved by setting the wavelet coefficients outside the frequency
range of interest to zero and inverting the transform to yield a time
varying signal containing spectral content from the frequency band
of interest alone. We refer to this process as wavelet filtering.

Wavelet filtering can now be combined with POD to extract
basis modes and temporal variations that characterize intermittent
flow behavior in qðx; y; tÞ as follows. First, the frequency band of
interest for wavelet filtering is identified by examining the wavelet
transforms of qðx; y; tÞ at one or more points of interest in the flow
field. Next, wavelet filtering is applied at all points in the flow
field to reconstruct the time variation of the flow field as whole,
within this frequency band. This yields wavelet filtered snapshots,
~qðx; y; tÞ, of the original qðx; y; tÞ measurement that isolate the
intermittent flow oscillations of interest. Next, POD modes are
determined from Eq. (4), using a snapshot matrix ~S constructed
using ~qðx; y; tÞ. Thus, ~qðx; y; tÞ can be written in terms of its POD
modes, ~/kðx; yÞ, as follows:

~qðx; y; tÞ ¼
XN

k¼0

akðtÞ~/kðx; yÞ (6)

We refer to the POD modes, ~/k, as WPOD modes in this paper.
The wavelet filtering step ensures that these modes capture
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information only contained within the frequency band used for fil-
tering. Furthermore, since POD does not require akðtÞ to have the
form of a stationary harmonic oscillation, the decomposition in
Eq. (6) can recover the spatial distribution of flow oscillations
associated with intermittent flow oscillation events.

Several approaches employing this technique have been
described in recent studies based on discrete wavelet transforms
[24], discrete wavelet packet transforms [23], and discretizations
of the continuous wavelet transform (CWT) [22]. We adopt the
latter approach in this paper for the following reasons. The CWT
discretizes the scale parameter (and hence frequency) in the wave-
let basis as 2j/v j¼ 0,1,2,…, with the choice �¼ 10 in this paper.
This approach provides a frequency-time decomposition of
qðx; y; tÞ with a finer frequency resolution than discrete wavelet
transforms, while retaining the time resolution of the original
data. Furthermore, the CWT is a shift invariant transform, i.e.,
shifts in the original signal translate into shifts of the same extent
in the CWT. This ensures that phase relationships between various
frequency components in the original signal are preserved in the
computed transform. These properties of the CWT make it suita-
ble for accurate resolution of intermittent flow dynamics that are
compact in frequency space. However, the tradeoff in this
approach is the higher computational cost of computing a CWT.

We use the continuous forward and inverse wavelet transform
implementations provided by the “cwt” and “icwt” MATLAB func-
tions in this paper for wavelet filtering. We choose to use the
bump wavelet because it allows for better frequency resolution
in the computed transform. Using other analytic wavelets like
Morlet, etc. did not result in significantly different results for the
data analyzed in this work.

3.4 Wavelet Proper Orthogonal Decomposition: Example
Analysis. We now show results from each of the three types of
modal decompositions applied to the sPIV dataset from case 4
(see Table 1). Figure 4 shows the scalogram of the transverse
velocity component (uy), determined using the CWT at x=D ¼
0:28 on the geometric centerline for this case. Time and frequency
have been normalized using D and Ub. The field in Fig. 4 shows
the magnitude of the wavelet coefficients. It is clear from Fig. 4
that there is an intermittent oscillation at St ¼ fD=Ub � 0:8. We
now apply wavelet filtering to retain a band of width DSt ¼ 0:4
around this peak value at every point in the domain and compute
the POD of the resulting wavelet filtered snapshots.

Figure 5(a) shows the modal energy spectrum, i.e., the variation
of modal energy, ~r2

k , across the computed WPOD modes (black
circles). Also shown for comparison are the modal spectra
obtained from the application of POD (red squares) directly (i.e.,
without any filtering) and SPOD (blue crosses) at St¼ 0.8, of the
same data. The SPOD results have been obtained using M¼ 9
ensembles of L¼ 400 snapshots, with a 50% overlap between suc-
cessive ensembles. The SPOD procedure yields complex valued

modes, whose real and imaginary parts are equivalent to the real
POD and WPOD modes. Note that both SPOD and WPOD results
show that most of the energy of the oscillations is captured by the
first mode and the first two modes, respectively. The POD result,
on the other hand, shows a nearly continuous variation of modal
energy across modes and does not isolate the flow oscillations of
interest in the same way that WPOD and SPOD do. The use of an
initial Fourier decomposition in SPOD, however, leads to the
interpretation of the result from SPOD in Fig. 5(a) that this mode
represents a stationary global oscillation of the flow at St¼ 0.8.
However, Figs. 5(b) and 5(c) shows the temporal variation of
a1ðtÞ and associated mode shape ~/1ðx; yÞ, respectively, of the
most energetic WPOD mode. The instantaneous amplitude of
a1ðtÞ is defined as the magnitude of the Hilbert transform of a1ðtÞ
as follows:

~a1 tð Þ ¼
��� 1

p

ð1
�1

a1 sð Þ
t� s

ds
��� (7)

The thick black curve in Fig. 5(b) shows the variation of ~a1ðtÞ,
which, as may be expected, is simply the amplitude envelope of
a1ðtÞ. We use the “Hilbert” function provided by MATLAB to com-
pute Hilbert transforms in this paper.

Note that Fig. 5(b) shows that a1ðtÞ is comprised of oscillation
bursts separated by the excursions of ~a1ðtÞ toward zero and is not
a harmonic variation as one would infer from the SPOD result in
Fig. 5(a). The mode shape shown in Fig. 5(c) now shows the spa-
tial distribution of the amplitude associated with each of the oscil-
lation bursts. Figure 5(d) shows the trajectory of the flow
oscillations due to the first two WPOD modes that clearly domi-
nate the flow dynamics at St¼ 0.8, in a phase space spanned by
their respective instantaneous amplitudes computed using Eq. (7).
The excursions toward the origin that this trajectory makes shows
that the instantaneous amplitudes corresponding to both energetic
WPOD modes approach zero simultaneously, confirming, there-
fore, that the flow oscillations are, in reality, intermittent and not
harmonic and stationary as the SPOD result suggests.

The red contour in Fig. 5(d) shows the regions in the phase
space visited by the trajectory 90% of the time within the

Fig. 4 Wavelet scalogram of the transverse velocity (uy) on the
geometric centerline at x /D 5 0:28 for case 4 (S 5 1.17,
Dc 5 9.5 mm)

Fig. 5 WPOD decomposition around St 5 0.8 for case 4
(S 5 1.17, Dc 5 9.5 mm): (a) WPOD modal spectrum (black
circles). (b) Temporal variation of mode 1. (c) Mode shape ~/1.
(d) Instantaneous amplitude phase space plot (blue crosses)
and the red contour show the region in instantaneous ampli-
tude phase space visited by the trajectory 90% of the time
within the measured time record. Also shown in (a) is the modal
energy spectrum from POD applied to the unfiltered raw data
(squares).
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measurement record. This is the contour of the joint probability
density function of the modal amplitudes that encloses a region of
90% cumulative probability. We refer to this phase space region
as the residence region of the trajectory. The change in the shape
and position of the residence region helps identify broad changes
in flow behavior as operating conditions change. An elongated
residence region line in Fig. 5(d), extending toward the origin in
phase space, also shows that the flow oscillations characterized by
the two most energetic WPOD modes are intermittent. For a sta-
tionary coherent flow oscillation, it is easy to see that both the tra-
jectory and residence region would compact and localized in the
instantaneous amplitude phase space.

The above example shows how WPOD analysis can extract
global features of nonstationary flow oscillations from flow field
data that classical POD and SPOD analyses cannot resolve. Also,
pointwise wavelet transforms such as the result in Fig. 4 are local,
i.e., they give qualitative evidence of intermittent behavior at a
point. In turbulent flows, this is broadly expected and does not
necessarily imply global intermittent behavior, i.e., the whole
flow oscillates intermittently. The WPOD analysis presented
above provides precisely this type of insight as it constructs modes
and their temporal evolution, directly from data that are represen-
tative of the global large-scale dynamics of the flow. We now
apply the data analysis techniques discussed in this section to
understand the impact of a centerbody on the unsteady dynamics
of the flow in each of the cases shown in Table 1.

4 Results and Discussion

We first discuss the time averaged flow characteristics for each
of the cases in Table 1 in order to understand the change in the
position of the vortex breakdown bubble (VBB) relative to the
centerbody and dump plane in each case. In the discussion that
follows, the time average of a flow quantity q is denoted by �q.
SPOD and WPOD modes in the decomposition of q will be
denoted by q̂ and ~q, respectively. All velocities have been normal-
ized by the bulk flow velocity Ub¼ 8 m/s at the exit of the inlet
duct. The x and y directions will be referred to as streamwise and
transverse directions, respectively (see Fig. 2).

Figures 6(a)–6(c) show the spatial variation of �Ux for various
values of centerbody diameter Dc, for the S¼ 0.67 case (cases 1–3
in Table 1). The black and magenta broken lines show the trans-
verse extent of the inlet duct and the centerbody, respectively, in
each case. The thick black contour corresponds to �Ux ¼ 0 in this
and all other results presented in this section. Note that in all
cases, the presence of a vortex breakdown bubble is clear.
Figure 6(c) shows that removing the centerbody results in the
emergence of a time averaged stagnation point in the flow, down-
stream of the dump plane. The effect of changing Dc on �Ux is to
change the width of the VBB at its upstream end as the shape of
the �Ux ¼ 0 contours in Figs. 6(a)–6(c) suggest, in addition to the
appearance of an upstream stagnation point when the centerbody
is removed. These results suggest that for S¼ 0.67, the time aver-
aged flow corresponds to a disjoint time averaged flow state with
distinct CWRZ and VBB regions. Figures 6(d)–6(f) show
u0RMS ¼ ½ðu02x;RMS þ u02y;RMS þ u02z;RMSÞ=3�1=2

, fields for each value of
Dc. The impact of introducing the centerbody is seen to have a
negligible impact on the spatial distribution of the turbulence
intensity.

Figures 7(a)–7(c) show �Ux fields for the S¼ 1.17 cases (cases
4–6 in Table 1). Note that in all of these cases, the VBB is further
upstream than in the S¼ 0.67 cases (cases 1–3 in Table 1). Also,
changing Dc has a minimal impact on the VBB position and
shape. Figure 7(c) suggests that the stagnation point due to the
VBB is upstream of the dump plane. This means that for cases 4
and 5 (Figs. 7(a) and 7(b)), the VBB engulfs the upstream center-
body resulting in one continuous structure, resulting in a con-
joined time average flow state. Figures 7(d)–7(f) show u0RMS fields
for each value of Dc for S¼ 1.17. Again, the impact of a center-
body on the u0RMS field is negligible in this case as well.

We next perform SPOD of the time series data in both cases to
gain insight into the unsteady global dynamics of the flow in each
of the above cases. These results have been obtained using M¼ 9
ensembles comprised of L¼ 400 snapshots with 50% overlap
between successive snapshots. Figures 8(a) and 8(b) show the var-
iation of the modal energy, r̂2

0, with St ¼ fD=Ub for different Dc

values for S¼ 0.67 and 1.17 cases, respectively. The S¼ 0.67
result (Fig. 8(a)) shows self-excited flow oscillations at St � 0:5
for Dc¼ 0 and 4.7 mm and a weaker flow oscillation that is �3
times weaker at approximately the same value of St for
Dc¼ 9.5 mm. The S¼ 1.17 case shows self-excited oscillations
for the Dc¼ 0 case at St � 0:8 and weaker oscillations for both
cases with centerbodies—see Fig. 8(b). We refer to the value of St
for the most energetic SPOD mode for each combination of S and
Dc shown in Table 1 as Stpeak hereafter.

The real part of the ûy and ûx components of the most energetic
SPOD modes at these values of St for the Dc¼ 0 cases is shown in
Fig. 9 for S¼ 0.67 and in Fig. 10 for S¼ 1.17. Note that there is a
strong centerline ûy oscillation at the base of the VBB in both
cases—see Figs. 9(a) and 10(a). Note also that the ûy oscillations
on either side of the flow centerline are in phase while those corre-
sponding to ûx are out of phase. This confirms the helical nature
of the flow oscillation. The strong centerline ûy oscillation causes
the base of the VBB to be deflected away from the geometric cen-
terline. Combined with the presence of swirl, it is easy to see that
this results in a strong precession of the VBB about the flow axis.
The helical rollup of the shear layer between the VBB and the
annular jet due to VBB precession can be seen from velocity
oscillations along the shear layer in both Figs. 9(a) and 9(b) and
10(a) and 10(b). Therefore, all of these characteristics show that
the self-excited oscillation is a PVC oscillation in the flow with a
natural frequency Stpeak. Similar SPOD mode characteristics as

Fig. 6 Time averaged axial velocity ( �U x ) field for S 5 0.67 and
(a) Dc 5 9.5 mm, (b) Dc 5 4.7 mm, and (c) Dc 5 0 mm. RMS veloc-
ity (u

0

RMS) field for S 5 0.67 and (d) Dc 5 9.5 mm, (e) Dc 5 4.7 mm,
and (f) Dc 5 0 mm. The fields have been normalized by Ub. The
thick black contour on each figure shows �U x 5 0. The black and
magenta broken horizontal lines show the position of the inlet
duct lips and edges of the centerbody, respectively, on either
side of flow axis.

021014-6 / Vol. 144, FEBRUARY 2022 Transactions of the ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/gasturbinespow

er/article-pdf/144/2/021014/6786232/gtp_144_02_021014.pdf by Indian Institute of Science - Bangalore user on 24 June 2022



shown in Figs. 9 and 10 are seen for cases with centerbodies as
well at both values of S.

The increase in Stpeak with S is well known and has been
reported in many prior studies [7,8,17]. Manoharan et al. [8] show
using weakly nonlinear stability methods that the PVC is a stable
limit cycle that emerges in a variable swirl jet when S exceeds a
critical value at which vortex breakdown occurs. For these values
of S, a helical linearly marginally unstable mode with velocity
oscillations concentrated at the centerline alone is present in the
flow and results in the emergence of limit cycle hydrodynamic
fluctuations. This shows that the fundamental instability mecha-
nism driving the PVC is the precession of the VBB. The helical
shear layer roll up, evident in Figs. 9(a), 9(b), 10(a), and 10(b), is
a response to the unsteady rearrangement of the time averaged
vorticity field, caused by VBB precession.

We now show that the low-amplitude oscillations in the cases
with centerbodies shown in Fig. 8 are in reality intermittent, using

WPOD analysis. Figure 11 shows the variation of the WPOD
modal energies with mode number for S¼ 0.67 (filled circles) and
S¼ 1.17 (empty squares). Note that in every case, the energy asso-
ciated with the first two WPOD modes that recover PVC oscilla-
tions is greater than those of the remaining modes. The nominally
lower energy in the case of S¼ 1.17, Dc¼ 0 when compared to
S¼ 0.67 is due to the upstream movement of the VBB with the
increasing swirl. This movement results in the region of most
energetic oscillations in the S¼ 1.17 moving into the inlet duct
and, therefore, out of the field of view of the present imaging sys-
tem. The reduction in PVC oscillation energy with the introduc-
tion of centerbodies is also clear for both cases, showing that there
is an overall stabilizing effect. However, the S¼ 0.67 case shows
a smooth reduction in the modal energy with increasing Dc, while
the corresponding results for S¼ 1.17 show similar modal ener-
gies. This suggests that the mechanism leading to intermittent
oscillations in the two cases is qualitatively different as the size of
the centerbody seems to have no impact on the oscillation inten-
sity for the S¼ 1.17 case.

Figures 12(a) and 12(b) show the most energetic WPOD mode
of the transverse velocity field (~uy) for Dc¼ 4.7 mm and 9.5 mm,
respectively, for S¼ 0.67. Note that these modes represent the
spatial amplitude distribution at Stpeak, corresponding to the inter-
mittent burst oscillations. The close qualitative match between the

Fig. 7 Time averaged axial velocity ( �U x ) field for S 5 1.17 and
(a) Dc 5 9.5 mm, (b) Dc 5 4.7 mm, and (c) Dc 5 0 mm. RMS veloc-
ity (u

0

RMS) field for S 5 1.17 and (d) Dc 5 9.5 mm, (e) Dc 5 4.7 mm,
and (f) Dc 5 0 mm. The fields have been normalized by Ub. The
thick black contour on each figure shows �U x 5 0. The black and
magenta broken horizontal lines show the position of the inlet
duct lips and edges of the centerbody, respectively, on either
side of flow axis.

Fig. 8 Variation of the energy of the most energetic spectral
POD mode with St 5 fD/Ub for (a) S 5 0.67 and (b) S 5 1.17 for
each of the three values of Dc

Fig. 9 Real parts of spectral POD modes at Stpeak of (a) trans-
verse, û y , and (b) streamwise, û x , velocity components
(S 5 0.67, Dc 5 0.0 mm)

Fig. 10 Real parts of spectral POD modes at Stpeak of (a) trans-
verse, û y , and (b) streamwise, û x , velocity components
(S 5 1.17, Dc 5 0.0 mm)

Fig. 11 Wavelet POD modal energy spectrum for all cases
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WPOD mode spatial amplitude distributions in Fig. 12 for Dc> 0,
with the SPOD mode from the corresponding Dc¼ 0 case
(Fig. 9(a)), shows that the intermittent oscillations correspond to
helical PVC oscillations. Figures 13(a) and 13(b) show the most
energetic WPOD modes for Dc¼ 4.7 mm and 9.5 mm, respec-
tively, for S¼ 1.17. Again, the WPOD mode shapes shown in
Figs. 13(a) and 13(b) and the SPOD mode shape from the corre-
sponding Dc¼ 0 shown in Fig. 10(a) compare well qualitatively.
Therefore, for S¼ 1.17 as well, the intermittent oscillations corre-
spond to PVC oscillations. Although not shown, the comparison
between SPOD and WPOD mode shapes for other velocity com-
ponents shows the same quality of agreement for both S¼ 0.67
and 1.17.

Figures 14(a) and 14(b) show the phase trajectory of the flow
oscillations in the instantaneous amplitude phase space, deter-
mined using Eq. (7) for the S¼ 0.67 case, for each of the three Dc

values. The 90% residence region for Dc¼ 0 in Fig. 14(b) shows
that the trajectory of the flow oscillation stays mostly localized at
large modal amplitudes. This shows that the PVC oscillations for
this case are largely coherent, and therefore, the trajectory remains

localized. The trajectories of the cases with centerbodies on the
other hand show excursions toward the origin—see Fig. 14(a),
showing that the intensity of the PVC oscillation intermittently
reduces to very small values. Comparing Figs. 14(a) and 14(b)
shows that the phase space regions associated with these excur-
sions lie outside the residence region of their corresponding trajec-
tories, further confirming that these excursions represent
intermittent events. Figure 14(b) also shows a systematic shift of
the residence regions toward the origin and lower instantaneous
amplitudes with increasing Dc for S¼ 0.67.

Figures 15(a) and 15(b) show the trajectories and residence
regions, respectively, for S¼ 1.17 case for each of the three cen-
terbody geometries. Note that even for this S, the cases with cen-
terbodies show excursions toward the origin, confirming thereby
the intermittent nature of flow oscillations in this case as well.
However, unlike in the S¼ 0.67 case, Fig. 15(b) shows that the
residence regions for both cases with centerbodies are similar in
shape and extent. Their similar position in phase space suggests a
similar reduction in flow oscillation intensity relative to the Dc¼ 0
case.

We now discuss the reasons for the observed instantaneous
amplitude phase space trajectory characteristics. Mukherjee et al.
[19] have shown for the disjoint case; merger of the CWRZ and
VBB causes the linear hydrodynamic VBB precession mode to
become marginally stable. However, intermittent VBB-CWRZ
merger and separation can occur due to the presence of back-
ground turbulence. This can then lead to the growth of PVC oscil-
lations. The amplitude attained by these oscillations then
increases with the increase in the time interval between separation
and merger events. Thus, the shift in the residence toward the ori-
gin suggests that this interval becomes smaller with increasing
Dc—see Fig. 14(b). The nominal CWRZ length reduces when Dc

is reduced, which, in turn, makes CWRZ-VBB merger less likely,
once separation has occurred, thereby, allowing more growth of
the PVC oscillation amplitude as the result in Fig. 14(b) suggests.
Therefore, the systematic shift of residence regions toward lower
amplitudes (see Fig. 14(b)) and lower WPOD modal energies (see
Fig. 11(a)) suggests that this is, indeed, the mechanism controlling
intermittent PVC oscillations in the S¼ 0.67 case. While it would
be interesting to show evidence of these separation and merger
events from instantaneous snapshots of the velocity field, it is not
possible here due to the fact that the details of the flow near the
dump plane are obscured by wall reflections making reliable visu-
alization of the CWRZ difficult. One possible way to address this
is to examine snapshots from LES simulations of this geometry.
This is, however, beyond the scope of the study discussed in this
paper.

In the conjoined S¼ 1.17 case, the wavemaker of the linear
hydrodynamic VBB precession mode is disturbed by the physical
presence of the centerbody itself, rather than its wake, making it
marginally stable. Farrell and Ioannou [34] show that for such
flows, broadband forcing imposed on the time averaged mean

Fig. 12 Most energetic wavelet POD modes of the transverse
velocity component (~uy ) for S 5 0.67 at Stpeak, (a) Dc 5 4.7 mm
and (b) Dc 5 9.5 mm. The black contours show �U x 5 0 for
reference.

Fig. 13 Most energetic wavelet POD modes of the transverse
velocity component (~uy ) for S 5 1.17 at Stpeak, (a) Dc 5 4.7 mm
and (b) Dc 5 9.5 mm. The black contours show �U x 5 0 for
reference.

Fig. 14 Dynamics of modal oscillations in phase space for
S 5 0.67: (a) trajectory and (b) 90% residence region

Fig. 15 Dynamics of modal oscillations in phase space for
S 5 1.17: (a) trajectory and (b) 90% residence region
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flow state can result in intermittent oscillations at natural frequen-
cies corresponding to stable hydrodynamic modes. As discussed
earlier for the present experiments, the presence of the centerbody
or its diameter Dc has a negligible impact on the turbulence inten-
sity distribution in the flow for S¼ 1.17—see Figs. 7(d)–7(f). This
suggests that the strength of the stochastic forcing imposed by tur-
bulence is similar for both Dc¼ 4.7 mm and Dc¼ 9.5 mm at
S¼ 1.17. Therefore, it is reasonable to expect that the hydrody-
namic response to forcing by turbulence would be similar for
these two values of Dc. This is borne out by the similar modal
energies of the WPOD modes, as well as, residence regions of
similar position and shape for these two cases—see Figs. 11 and
15(b). These results, therefore, lend support to the conclusion that
the stochastic hydrodynamic response of the marginally stable lin-
ear hydrodynamic VBB precession mode of the flow results in
intermittent PVC oscillations for the conjoined S¼ 1.17 cases.

Thus, in summary, the present results show two routes to inter-
mittent PVC oscillations. For the disjoint S¼ 0.67 case, the pres-
ent results confirm the findings of the study of Mukherjee et al.
[19], which showed that a merger between the VBB and CWRZ
can result in the suppression of PVC oscillations. However, turbu-
lent fluctuations can cause these two structures to intermittently
separate and rejoin, resulting in PVC oscillation growth in the
interval between these two events. In the conjoined S¼ 1.17 case,
stochastic forcing by turbulence of the time average flow with a
stable linear hydrodynamic VBB precession mode can result in a
hydrodynamic response driving intermittent PVC oscillations.

These intermittent PVC oscillations can then interact with the
flame in various ways, potentially influencing combustor perform-
ance as discussed in the introduction. An interesting question for
future study would be to understand the relationship between the
spatial distribution of turbulence intensity and extent of stabiliza-
tion of the linear hydrodynamic VBB precession mode on its recep-
tivity to stochastic forcing by turbulence in the conjoined case.

5 Conclusions

This paper performs an experimental study on the impact of a
centerbody on the dynamics of the PVC oscillation that occurs in
gas turbine combustor swirl nozzles. These PVC oscillations are
driven by the precession of the vortex breakdown bubble (VBB)
due to a linearly unstable hydrodynamic mode that then results in
the emergence of a stable limit cycle oscillation in the flow [8].
The presence of centerbodies is known to broadly result in the
suppression of PVC oscillations. This is because they interfere
with the wavemaker that is present at the upstream end of the
VBB that drives PVC oscillations. Two time averaged flow states
are possible in the presence of a centerbody, depending on the
axial position of the vortex breakdown bubble (VBB) relative to
the centerbody end face. The first is the disjoint state, wherein dis-
tinct CWRZ and VBB regions exist in the flow. The second state
is the conjoined state where the VBB engulfs the centerbody, and
no distinct CWRZ is observed.

In the disjoint case, Mukherjee et al. [19] show that merger
between the CWRZ and VBB results in the stabilization of the lin-
ear VBB precession mode due to the disruption of the wavemaker.
In the conjoined case, the physical presence of the centerbody
suppresses the wavemaker and has the same effect on the stability
of the linear mode [20]. The present nonreacting flow experimen-
tal study is performed by varying the centerbody diameter, Dc, for
a fixed area averaged bulk flow velocity in a single nozzle swirl
combustor. We study the flow state for two swirlers that generate
flows with swirl numbers S¼ 0.67 and S¼ 1.17 in the combustor,
corresponding to disjoint and conjoined time averaged flow states,
respectively. Both cases show that intermittent PVC oscillations
result when centerbodies are present. We show this using a rela-
tively new modal decomposition technique, referred to as WPOD,
that combines the frequency/time resolution property of wavelet
transforms with the optimal mode extraction capability of the
POD. While the focus in this paper is on analyzing data measured

experimentally using sPIV, it is clear that the same technique can
be used with no change to analyze other time resolved data, e.g.,
from time resolved LES as well.

Wavelet POD decompositions of data from cases with center-
bodies for both swirl numbers show that the intermittent flow
dynamics is characterized by a pair of modes that together repre-
sent PVC oscillations. The trajectories of flow evolution for these
cases, reconstructed in phase space using the instantaneous ampli-
tude of their respective WPOD modes, show excursions toward
the origin. This shows that PVC oscillations in these cases are
intermittent. For the S¼ 0.67 case, the systematic shift of intermit-
tent oscillation trajectories toward lower instantaneous amplitude
regions in phase space with increasing Dc suggests that intermit-
tent oscillations are driven by separation and merger of the VBB
and CWRZ. This results in the intermittent appearance of PVC
oscillations in the time interval between these events. In the
S¼ 1.17 case, the similar shape and position of the phase space
regions occupied by the trajectories suggests that PVC oscillations
are driven by the response of the time averaged flow due to the
VBB precession mode because of stochastic forcing by
turbulence.

These results show that in practical swirl nozzles, passive noz-
zle geometry changes may not entirely suppress PVC oscillations.
Intermittent PVC oscillations can still cause flame shape transi-
tions and influence fuel-air mixing in a way that promotes ther-
moacoustic instabilities. In the disjoint case, present results
suggest that complete suppression appears to be achievable by
simply increasing the CWRZ length, i.e., by increasing the center-
body diameter. In the conjoined case, however, the path to achiev-
ing complete PVC suppression is not entirely clear. An interesting
problem for future study is the relationship between the extent of
stabilization of the linear VBB precession mode and the character-
istics of the stochastic intermittent PVC response oscillation that
may be excited. Insight of this kind can help drive nozzle design
choices for next generation gas turbine combustors.
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