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A B S T R A C T 

We study the effect of cosmic ray (CR) acceleration in the massive compact star cluster Westerlund 1 in light of its recent detection 

in γ -rays. Recent observations reveal a 1/ r radial distribution of the CR energy density. Here, we theoretically investigate whether 
or not this profile can help to distinguish between (1) continuous CR acceleration in the star cluster stellar wind-driven shocks 
and (2) discrete CR acceleration in multiple supernovae (SNe) shocks – which are often debated in the literature. Using idealized 

two-fluid simulations and exploring different acceleration sites and diffusion coefficients, we obtain the CR energy density 

profile and luminosity to find the best match for the γ -ray observations. We find that the inferred CR energy density profiles 
from observations of γ -ray luminosity and mass can be much different from the true radial profile. CR acceleration at either the 
cluster core region or the wind termination shock can explain the observations, if the diffusion coefficient is κcr ∼ 10 

27 cm 

2 s −1 

and a fraction of ≈10 − 20 per cent of the shock power/post-shock pressure is deposited into the CR component. We also study 

the possibility of discrete SNe explosions being responsible for CR acceleration and find that with an injection rate of 1 SN in 

every ∼0.03 Myr, one can explain the observed γ -ray profile. This multiple SN scenario is consistent with X-ray observations 
only if the thermal conductivity is close to the Spitzer value. 

Key words: ISM: bubbles – cosmic rays – gamma-rays: diffuse background – gamma-rays: ISM. 
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 I N T RO D U C T I O N  

here is a recent surge of interest in the acceleration of cosmic
ays (CRs) in massive star clusters, which are increasingly seen 
s a supplementary site of CR acceleration in our Galaxy besides 
solated supernova (SN) remnants. The γ -ray observations by Fermi- 
AT, HESS, and HAWC have provided the evidence of hadronic 
cceleration in a handful of massive star clusters. For instance, the 
ygnus OB association, Westerlund 1 (hereafter referred to as WD1), 
esterlund 2 in our Galaxy, and 30 Doradus in the Large Magellanic
loud are some of the bright sources of γ -rays from GeV to several
eV energies and have been interpreted as powerful CR accelerators 
Abdo et al. 2010 ; Ackermann et al. 2011 ; Abramowski et al. 2015 ;
beysekara et al. 2021 ). Although star-forming regions have been 
reviously discussed as possible sources of CRs (e.g. Kn ̈odlseder 
013 ; Bykov 2014 ), these γ -ray observations have strengthened 
his hypothesis and they allow us to make more detailed theoretical 

odels, thereby to impro v e our understanding of CR acceleration in
hese environments. 

The idea that massive star clusters are potential acceleration sites 
f CRs has long been discussed in the literature, beginning with 
ner getic ar guments (Cesarsky & Montmerle 1983 ). CR acceleration 
n these environments can also solv e man y problems associated with
he isolated SN paradigm, including proton acceleration up to ∼
eV energies (representing the knee of the Galatic CR spectrum) 
nd the excess of 22 Ne/ 20 Ne in CRs compared to the standard
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SM composition (Higdon & Lingenfelter 2003 , for a re vie w, see
abici et al. 2019 ). Detailed theoretical investigations support these 
redictions (e.g. Gupta et al. 2020 ; Morlino et al. 2021 ). In this
egard, Gupta et al. ( 2020 ) have demonstrated that the problem of
he large observed ratio of Neon isotopes ( 22 Ne/ 20 Ne) can be solved
y invoking CR acceleration in the stellar winds in star clusters.
oncurrently, it has been suggested from various phenomenological 
onsiderations that most of the observed CR grammage in the Galaxy
s accumulated in star clusters, and not while propagating through the
nterstellar medium (ISM) at large (see e.g. Blasi & Serpico 2009 ;
owsik & Madziwa-Nussinov 2016 ; Eichler 2017 ; Biermann et al.
018 ). Taking this cue, Nath & Eichler ( 2020 ) have shown that the
esulting γ -rays from star clusters can explain a significant fraction 
f the observed diffuse Galactic background. These developments 
rod us to look deeper at the individual and detailed observations of
tar clusters. 

Recently, using the γ -ray observations of Cygnus and WD1 and 
O/HI observations, Aharonian, Yang & Wilhelmi ( 2019 , hereafter 
YW19 ) reported that the spatial distribution of CR energy density

n these objects follows 1/ r profile. They suggested a steady injection
o v er ∼few Myr) of CRs instead of instantaneous injection as nor-
ally expected in the case of an isolated SN. Although such profiles

an be derived by solving steady-state CR transport equation (cf. 
ection 2), it is worth mentioning that the steady-state assumption is
uestionable when the shock-bubble structure continuously evolves. 
e subject these observations to scrutiny with two-fluid hydro 

imulation and check if other interpretations (of the actual CR energy
ensity profile and the mode of CR injection) are ruled out and if the
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bservations can be used to infer the rele v ant physical parameters for
R acceleration. In this work, we have studied different CR injection
ethods in order to understand the observed γ -ray luminosity, mass,

nd CR energy density of the WD1 cluster. We selected WD1 for our
tudy mainly because it is a compact cluster and can be modelled
onvincingly using 1D simulations. Although there are a few other
lusters that have been detected in γ -rays (such as Cygnus; Bartoli,
ernardini & Bi 2014 ), those objects are distinctly non-spherical in
orphology and have substructures, which make them difficult to

ompare with 1D simulations. We begin with analytical estimates
f γ -ray luminosity in Section 2. The numerical simulation setup is
escribed in Section 3. In Section 4, we present our results, followed
y further discussions in Section 5; and we summarize in Section 6.

 PRELIMINARIES  

n a couple of massive star clusters (e.g. WD1 cluster; see AYW19 ),
he CR energy density in different annuli, as estimated from γ -ray
uminosity, has been found to follow a 1/ r profile. These profiles are
ften interpreted in terms of a steady injection of CRs (with energy
 ) from the dense core of compact star cluster with an energy-
ependent CR diffusion [diffusion coefficient κcr ( E )]. This can be
hown directly by using the CR diffusion-transport equation 

∂ N ( E) 

∂ t 
= κcr ( E ) ∇ 

2 N ( E ) + Q ( E) , (1) 

here N ( E ) is the number density of CRs and Q ( E ) is their energy
njection rate density. The energy moment of this equation can be
ritten as 

∂ e cr 

∂ t 
= κcr ∇ 

2 e cr + 

L 

V 

, (2) 

here e cr represents CR energy density, κcr is an appropriately
veraged dif fusion coef ficient for CRs, and L 

V 
the CR luminosity

ensity. Let us assume that CR particles are injected in a small
entral region of radius r 0 , which is much smaller in extent than the
ize of the star cluster. The rest of the volume is assumed to be devoid
f CR production sites for simplicity. Therefore, except in the very
entral region, we need to solve the equation 

∂ e cr 

∂ t 
= κcr ∇ 

2 e cr . (3) 

n steady state, it reduces to (in spherical symmetry) 

d 

d r 

(
r 2 

d 

d r 
e cr 

)
= 0 , ⇒ e cr ∝ 

∫ 
d r 

r 2 
, (4) 

hich has the solution e cr = 

A 
r 

+ B, where B → 0 since the CR
nergy density is zero at infinity, and where A is a constant that
epends on the boundary condition at r 0 . This is the 1/ r solution
hich is taken to be an evidence for steady injection of CR energy

n massive clusters ( AYW19 ). 
Clearly, the abo v e estimate neglects some crucial aspects such as

1) advection of CRs, (2) role of CR acceleration sites other than
he central region, (3) losses due to radiative cooling of the gas, (4)
rojection effects, and (5) dominating γ -ray emission regions (which
an be different from acceleration site; cf. 4.2). These considerations
re important for the case of massive star clusters. Therefore,
ime-dependent numerical simulations are essential. Our two-fluid
pproach allows us to consider the wind termination shock (WTS)
s an acceleration site, as well as to study the effect of time-varying
R/mechanical luminosity of the star cluster, including discrete SNe.
NRAS 510, 5579–5591 (2022) 
.1 γ -ray luminosity ( L γ ) 

.1.1 Hadronic contribution 

ne of the major sources of γ -rays in WD1 is the hadronic interaction
etween CR protons and protons in the ambient gas (see below for
n estimate of γ -ray flux in the leptonic case, from inverse Compton
cattering of stellar photons by CR electrons). The mechanism of
roduction of γ -rays is 

 + p → p + p + π0 , π0 → γ + γ. (5) 

herefore, observations of γ -ray photons hold clue to the spatial
istribution of CR protons. 
To estimate γ -ray luminosity due to hadronic interactions, we

se the prescription of Dermer’s model (Dermer 1986 ; Pfrommer &
nßlin 2004 ), which yields the luminosity between ( E γ 1 and E γ 2 )
nergies 

 

H 

γ = 

∫ 
V 

d V 

∫ E γ 2 

E γ 1 

d E γ E γ q γ ( n N , e cr , E γ ) 

= 

∫ 
V 

d V n N ( r ) e cr ( r ) 

[ ∫ E γ 2 

E γ 1 

d E γ E γ ˜ q γ

] 

. (6) 

ere, q γ = d N/ (d t d V d E γ ) is the number of γ -ray photons emitted
er unit volume per unit time per unit energy, which is proportional to
he number density of target nucleon ( n N ) and the CR energy density
 e cr ). The integration is to be carried over the entire volume of the
mission region. The isotropic source function ˜ q γ , used in the second
nte gral, is giv en as (see e.g. Pfrommer & Enßlin 2004 ; Gupta et al.
018 ; Jana, Roy & Nath 2020 ) 

˜  γ = 

σpp c 
(

E 
π0 

GeV 

)−αγ

[(
2 E γ
E 
π0 

)δγ + 

(
2 E γ
E 
π0 

)−δγ

]− αγ
δγ

ξαγ −2 
(

3 αγ

4 

)(
E p 

(2 αp −2) GeV 

)(
E p 

GeV 

)1 −αp 

β
(

αp −2 
2 , 

3 −αp 

2 

) . (7) 

ere, ξ = 2 is the multiplicity factor, which denotes two leading
ion jets leaving the interaction site, E p and E π0 are the rest mass
nergy of proton and pions ( π0 ), respectively. The spectral indices
f the incident CR protons and emitted γ -ray photons are denoted
y αp and αγ , respectively, δγ = 0 . 14 α−1 . 6 

γ + 0 . 44 is the spectral
hape parameter and σpp = 32(0 . 96 + e 4 . 4 −2 . 4 αγ ) mbarn (for details,
ee equations 8 and 19–21 in Pfrommer & Enßlin 2004 ). We use αγ

 αp = 2.3 following the spectral fit of Ackermann et al. ( 2015 ).
he inte gration o v er the γ -ray photon energy in equation (6) for E γ 1 

 1 TeV and E γ 2 = 100 TeV (the contribution at higher energies is
 ery small) giv es 1.05 × 10 −17 cm 

3 s −1 . Thus, the γ -ray luminosity
bo v e 1 TeV can be written as 

 

H 

γ ∼ 10 −17 

(
�V 

cm 

3 

)( n N 

cm 

−3 

)(
e cr 

erg cm 

−3 

)
erg s −1 . (8) 

We use this equation to calculate the γ -ray luminosity from the
ele v ant region of the cluster. On inverting equation (8), we get the
R energy density abo v e 10 TeV, 

 cr ( > 10 TeV ) ≈ 1 . 5 × 10 −2 

( 

L 

H 

γ

10 34 erg s −1 

) 

×
(

10 6 M �
M 

)
eV cm 

−3 , (9) 

here M is the mass and L γ is the γ -ray luminosity abo v e 1 TeV
nergy. 
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.1.2 Leptonic contribution 

t is also possible to have a leptonic contribution to the total γ -ray
uminosity, from inverse Compton scattering of stellar radiation pho- 
ons by CR electrons, especially close to the star cluster where stellar
hoton density is significant. We estimate the leptonic emission as 
ollows. 

The energy density of CR electrons is assumed to be 0.01 of the
otal CR energy density (i.e. e cr, e ≈ 0.01 e cr ). This value has some
ncertainty. From observations in the Solar system, at CR energy 

10 GeV, where solar modulation effects are low, the ratio of CR
lectron to proton energy is known to be 1 per cent (Longair 2011 ;
ection 15.1 of Schlickeiser 2002 ). Assuming the energy distribution 
f CR electrons to be n ( �) = κ1 � 

−p (in terms of the Lorentz factor �),
here p = 2.3 (same as that of protons), the normalization constant
1 is given by 

1 ≈ e cr, e 

m e c 2 
( p − 2) 

[ 

1 

� 

p−2 
L 

− 1 

� 

p−2 
U 

] −1 

. (10) 

ere, the upper cutoff to the Lorentz factor can be taken as � U →
 and the lower cutoff ( � L ), as unity. Then, the total IC luminosity

which provides an upper limit to γ -ray luminosity) is given by 
ybicki & Lightman ( 1979 , equation 7.21) 

 

IC 
γ = 

∫ 
V 

d V 

[
4 

3 
σT c e ph κ1 

� 

3 −p 
max − � 

3 −p 
min 

3 − p 

]
, (11) 

here, e ph is the photon energy density, which at a distance r from
he central core region of star cluster is given by 

 ph = 

L rad 

4 πr 2 c 
. (12) 

ence, one can obtain an upper limit to the leptonic contribution by
sing equations (10), (11), and (12). 
Using these equations, one gets a sharply declining profile of L γ

ith distance, because of the rapid decline of e ph with radius. This is
n contrast with the observed increasing profile of L γ with projected 
istance. The observed profile therefore works against the leptonic 
nterpretation of the origin of γ -rays. 

Since IC scattering boosts the seed photon energy by a factor of
 

2 ( � being the electron Lorentz factor), a seed (stellar) photon of
1 eV will require � = 10 6 for it to be scattered into 1 TeV energy.

f we take the photons in the waveband 0.01–100 eV (FIR to FUV),
hen the total radiation luminosity of the cluster is given by L rad 

500 L w (Leitherer et al. 1999 ), where L w denotes the mechanical
uminosity. In the innermost region considered here, within 9 pc, the 
hoton energy density amounts to ≈1125 eV/cc. Therefore, electrons 
hat do not cool within 4.5 Myr have � ≤ 120, which require a seed
hoton energy of ≥70 MeV in order to up-scatter to 1 TeV. Note that
his incident photon energy is much greater than our assumed seed 
hoton energy (0.01–100 eV). Therefore, no photons in this region 
an be upscattered to abo v e 1 TeV. If we put � = 120 as � max and
 min = 1 in equation (11), we get 

 

IC 
γ ∼ 10 −18 

(
L w 

10 39 erg s −1 

)[ ∫ 
d V 

(
r 

10pc 

)−2 

e cr ( r) 

] 

erg s −1 , 

(13) 

here d V and e cr are in cgs unit. A comparison with equation (8)
ho ws that e ven total IC losses (only a negligible fraction of this is
mitted abo v e 1 TeV) are smaller than the hadronic luminosity abo v e
 TeV. 
.2 CR energy density ( e cr ) 

lthough our simulation can track the CR energy density ( e ) cr ,
bservations can only determine it through projection, and that 
oo indirectly using L γ and the total projected mass in different
rojected annuli. In order to compare our calculations with observed 
arameters, we note that AYW19 have estimated the CR energy 
ensity e cr, inf abo v e 10 TeV using the following e xpression (their
quation 7, which is almost identical to our equation 9) 

 cr, inf ( > 10TeV) = 1 . 8 × 10 −2 
( η

1 . 5 

)(
L γ

10 34 erg s −1 

)

×
(

10 6 M �
M 

)
eV cm 

−3 , (14) 

here M is the mass and L γ is the γ -ray luminosity abo v e 1 TeV
nergy. We use the subscript ‘inf’ to emphasize that this is the inferred
alue of CR energy density, in order to distinguish from the real value,
hich we get from simulation. η accounts for nuclei heavier than 
ydrogen in both CRs and ISM. Clearly, the value of η depends on the
hemical composition of the ambient gas and CRs. The composition 
arameter η varies between 1.5 to 2 (Kafexhiu et al. 2014 ; Dermer
986 ), and here we have used η = 1.5. Note that, we mainly consider
hose CRs which have energy more than 10 TeV in our calculations.
lso note that the equations (9) and (14) are in good agreement. 

.3 Distance to WD1: recent updates and estimation of age 

here has been an uncertainty regarding the distance to the WD1
luster. AYW19 have used a distance of 4 kpc. Ho we ver, the recent
aia Early Data Release 3 (hereafter ‘EDR3’; Aghakhanloo et al. 
021 ) has provided a more accurate determination of the distance of
D1, of 2.8 kpc, which is smaller than previously thought. All the

istances we use in our simulation, as well as calculations, are based
n the Gaia EDR3 (Aghakhanloo et al. 2021 ). The observed value
f projected γ -ray luminosity, as well as projected mass, also have
een modified accordingly. In other words, the physical sizes of the
ins have been decreased by a factor of 4/2.8 = 1.42. 
As far as the age is concerned, Aghakhanloo et al. ( 2021 ) stated

hat the turnoff mass will be reduced from 40 to 22 M �, which would
mply an increase in the age. Ho we v er, Ne gueruela et al. ( 2010 )
ound the turn-off mass to be ∼25 M �, and the age, 4 −5 Myr. Also,
ne can estimate the age from the relative number of Wolf–Rayet to
ed Supergiants irrespective of the distance, and this yields an age
f 4.5–5 Myr. Moreo v er, the age of WD1 cluster cannot be more than
5 Myr, since Wolf–Rayet stars cannot last longer than this (although
easor et al. 2021 has claimed a much larger age of 7.2 Myr). Here,
e use an age of 4.5 Myr, and we show our results at this epoch. The
hysical and simulation parameters for WD1 are in Table 1 . 

 N U M E R I C A L  SET  U P  

e use the publicly available magneto-hydrodynamics code, PLUTO 

Mignone et al. 2007 ), our version of which supports CRs as a
uid detailed in Gupta, Sharma & Mignone ( 2021 ). PLUTO is a
nite-volume Godunov code based on Riemann solvers, designed 

o integrate a system of conservation laws of fluid dynamics that
dopts a structured mesh. In this work, the code solves the following
et of equations 

∂ ρ

∂ t 
+ ∇ · ( ρv ) = S ρ, (15a) 

∂ ( ρv ) 

∂ t 
+ ∇ · ( ρv ⊗ v ) + ∇( p th + p cr ) = ρg , (15b) 
MNRAS 510, 5579–5591 (2022) 



5582 S. Bhadra et al. 

Table 1. Various physical and simulation parameters of WD1 used in this work. 

Westerlund1 
Observations Simulation parameters 

Extension (pc) 60 εcr / w cr rang e co vered 0.1 −0.3 
Age of cluster (Myr) 4 −6 κcr rang e co vered (5 −100) × 10 26 cm 

2 s −1 

Kinetic Luminosity (erg s −1 ) 10 39 Simulation box size 250 pc 
Distance (kpc) 2.8 No. of grids 5000 
Mass-loss rate ( M � yr −1 ) 7.5 × 10 −4 Cooling Tabulated 
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∂ ( e th + e k ) 

∂ t 
+ ∇[( e th + e k ) v ] + ∇[ v ( p th + p cr )] 

= p cr ∇ · v − ∇ · F tc + q eff + S th + ρv · g , (15c) 

∂ e cr 

∂ t 
+ ∇ · [ e cr v ] = −p cr ∇ · v − ∇ · F crdiff + S cr , (15d) 

here ρ is the mass density, v is the fluid velocity, p th and p cr are
hermal pressure and CR pressure, respectively. e k is the kinetic
nergy density, e th = p th /( γ th − 1) and e cr = p cr /( γ cr − 1) are the
hermal energy density and CR energy density , respectively . S ρ , S th ,
nd S cr are the mass and energy source terms per unit time per
nit volume. F tc , F crdiff represents thermal conduction flux and CR
if fusion flux, respecti vely, g denotes the gravity and q eff accounts
or the radiative energy loss of the thermal gas. We have used HLL
iemann solver, piecewise linear reconstruction, and RK2 time-

tepping. In our simulation, we use a CFL number of 0.4 and 1D
pherical geometry. 

.1 Ambient medium 

n the Section 2.1, we show that a major fraction of γ -rays can
e produced due to hadronic interactions, and therefore, modelling
he gas density of the cloud is crucial. Ho we ver, the gas density
n these environments is largely uncertain. Current observations
rovide us with the total mass up to a given radius and the projected
ensity profile when the bubble has already evolved. With this
imited information, we have explored various density distributions
nd finally selected a density profile (as briefly discussed below),
hich not only shows a good match with the total gas mass of WD1

 AYW19 ), but also gives a size of the bubble at ∼4.5 Myr comparable
o observations. 

We use a combination of self-gravitating isothermal clouds with
olar metallicity following Section 4.1 in Gupta et al. ( 2018 ). This
ives the total mass density at the central region of the cloud
625 m H cm 

−3 , which drops radially as ∼220(5 pc /r) m H cm 

−3 ; see
.g. their fig. 1, giving the mass ∼10 6 M � for a cloud of radius ≈
00 pc. These numbers are consistent with WD1. Note that, as soon as
he wind/SNe becomes active, this initial density profile only remains
alid outside the bubble. The interior structure evolves depending on
he mechanical energy and mass injections from the star cluster, as
e discuss in the following sections. 

.2 Wind driving region 

he main driving engines in star clusters are stellar wind and SN
xplosions. While the stellar wind from individual stars can vary
ith time, the total wind power and mass can be assumed to be

onstant o v er time (Leitherer et al. 1999 ), which are mainly injected
y massive stars located in the central regions of compact clusters
uch as WD1. Mass and energy are deposited in a spherical region of
NRAS 510, 5579–5591 (2022) 
adius r inj = 1 pc around the centre (the volume of the injection
egion is V src = 4 / 3 πr 3 inj ) and the spatial resolution of the runs
s � r = 0.05 pc. We set this resolution to minimize un-physical
ooling losses (see Section 4 in Sharma et al. 2014 ). The injection
egion is chosen in such a way that the radiative energy loss rate
s less than the energy injection rate (Sharma et al. 2014 ). In our
imulations, we set the mass-loss rate Ṁ = 7 . 5 × 10 −4 M � yr −1 

Table 1 ) and kinetic luminosity L w = 10 39 erg s −1 . The mass-loss
ate Ṁ in chosen so that the wind velocity v ∼ [2 L w / Ṁ ] 1 / 2 for

D1 is nearly 2000 km s −1 (Che v alier & Clegg 1985 ). An injection
arameter εcr (see equation 24) is used to specify the fraction of total
njected energy given to CRs. The source term S cr in equation (15d)
an be expressed in terms of the kinetic luminosity of the source
egion 

 cr = 

εcr L w 

V src 
. (16) 

imilarly, S ρ (in equation 15a) and S th (in equation 15c) can be
xpressed as 

 ρ = 

Ṁ 

V src 
; S th = 

(1 − εcr ) L w 

V src 
. (17) 

.3 CR injection 

e consider three different methods of CR injection in this paper. In
he first case, CRs are injected in the wind driving region, i.e. within
 inj . In the second case, CRs are injected into the shocked zones.
he last case is a combination of both. These injection regions can
e seen as possible CR acceleration sites in this object, where the
entral injection represents unresolved regions, e.g. colliding winds,
hich can also accelerate CRs (Eichler & Usov 1993 ; Bykov 2014 ).
e use the following three conditions to identify the shocked zones

Pfrommer et al. 2017 ; Gupta et al. 2021 ) 

 · v < 0 , (18) 

p · �r 

p 

> δthreshold , (19) 

 T · ∇ ρ > 0 . (20) 

ere,  v , p, ρ, and T are the velocity , pressure, density , and
emperature of the fluid, respectively. The first condition selects
ompressed zones, the second condition sets the pressure jump at
he shock, and the third condition a v oids the contact discontinuity
CD). In the third injection method, we use the combined injection
f CRs in the wind driving region as well as in the shocked
egion. 

For all these different injection methods, the injection of CRs does
ot add any additional energy in the computational domain. The
njection parameter ( εcr or w cr , see Section 4.2) just distributes a
raction of the total mechanical energy in the CRs either in the wind
riving region or in the shocked regions. 
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Figure 1. (a) Density profile of a wind-driven bubble at a time t = 4.0 Myr. The horizontal axis represents the distance from the centre in pc and the y -axis 
denotes the density in terms of m H cm 

−3 , (b) density profile for multiple SN injection with SN frequency of 1 SN in each 3 × 10 4 yr. If we increase the SN 

frequency (i.e. one SN in each 1000 yr),then the density profile roughly takes the shape of continuous shell wind-like structure (shown in blue colour in the first 
panel of the lower row in Fig. 3 ). The label Central inj. in the figure denotes that CRs are injected at the central region and Shock inj. implies CRs are injected 
at shocks. 
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.4 Microphysics 

.4.1 CR diffusion 

ur simulations include the effects of CR diffusion. For numerical 
tability, diffusion typically has a much smaller time-step than the 
FL time-step. To make our runs faster, we choose super time- 

tepping method (Alexiades, Amiez & Gremaud 1996 ) for the 
iffusion module, which sub-cycles CR diffusion for each hydro 
ime-step. The CR diffusion flux term can be expressed in terms of
R energy density 

F crdiff = −κcr  ∇ e cr , (21) 

here κcr is the diffusion coefficient and e cr is the CR energy density.
enerally, κcr is a function of CR energy, but here we consider a

onstant value of κcr , which can be thought of as its appropriately
nergy weighted value across the energy distribution function of CRs 
equation 7 in Drury & Voelk 1981 ). 

We use a smaller value for the diffusion coefficient ( κcr ) than
enerally used for the Galactic scales. We set κcr in the range of
5–100) × 10 26 cm 

2 s −1 . This is justified because CRs escaping the
cceleration sites are expected to drive turbulence locally, making 
hem diffuse more slowly compared to the ISM at large (Abeysekara 
t al. 2021 ). 

.4.2 Cooling 

adiative cooling that causes thermal energy loss of the gas is
on-negligible in dense clouds. To include this, we use a tabulated 
ooling function corresponding to collisional equilibrium and solar 
etallicity (Sutherland & Dopita 1993 ; Ferland et al. 1998 ). A floor

alue in temperature is set to 10 4 K so that cooling is turned off
hen temperature T < 10 4 K, which arises from photoionization of

he regions in the vicinity of the cluster (Gupta et al. 2016 ), on a
patial scale much larger than considered here. The ionized region 
round WD1 is larger than the outer radius of the cluster, thereby
ustifying the floor temperature value of 10 4 K. If S ∗ is the number
f ionizing photons emitted per unit time by the star cluster, β2 is the
ecombination coefficient of hydrogen (Case B approximation), and 
 0 is the ambient density. The radius of the Str ̈omgren sphere be R S 

hich is given by 

 S = 

(
3 

4 π

S ∗
n 2 0 β2 

)1 / 3 

. (22) 

f we use n 0 = 50 cm 

−3 , S ∗ = 2.26 × 10 52 s −1 (since the ionizing pho-
on luminosity is ≈500 L w ), T = 10 4 K, and β2 = 2 × 10 −13 cm 

3 s −1 ,
ne has the radius of Str ̈omgren sphere as ∼50 pc. Instead of a
niform medium, if we take a 1/ r -type radial ambient medium then
he Str ̈omgren radius will be much larger (the forward shock position
s only slightly larger). The net heating is given by 

 eff = −n i n e � N + Heating . (23) 

he heating of gas due to Coulomb interactions with CRs is negligible
ecause the heating time-scale is larger than Gyr. We do not include
eating due to CR streaming in our simulations, although we discuss
ts implications in Section 5.4. 

 RESULTS  

e present our results in this section and then discuss the implications 
n Section 5. 

.1 Structure of star cluster dri v en bub ble 

tar clusters host massive stars as well as SN explosions, which
roduce a low-density bubble around them (Weaver et al. 1977 ;
upta et al. 2018 ). Although the o v erall size of these bubbles (a

ew tens of pc) depends mainly on the total mechanical luminosity
eposited by the cluster and the ambient density, the interior structure
an qualitati vely dif fer depending on whether the energy deposition
s dominated by winds or SN explosions (Sharma et al. 2014 ). We
iscuss these differences below. 
Fig. 1 (a) shows the density profile of a stellar wind driven bubble

Weaver et al. 1977 ) at 4.0 Myr. There are four distinct regions in
he plot: (1) the innermost portion contains the source of energy and

ass deposition, (2) the free-wind region where the wind originating 
rom the source expands adiabatically, (3) the shocked-wind region 
MNRAS 510, 5579–5591 (2022) 
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ontaining slightly more dense gas, (4) the outermost shell containing
he swept-up ambient gas. The shocked ISM and shocked wind
egions are separated by a CD. 

Fig. 1 (b) shows the corresponding density profile for multiple SN
njections, where one SN occurs every 3 × 10 4 yr. For this small rate,
e do not observe any wind-like structure in the density profile, but

f we increase the SN frequency, then the density profile does look
imilar to the case for continuous stellar wind (Blue curve in the
rst panel of the lower row in Fig. 3 ), with four distinct regions as
entioned earlier (Sharma et al. 2014 ). 
The size of the bubble, or, to be precise, the distance to the CD

s ≈80 pc, for an ambient density of 50 m H cm 

−3 . This implies an
xtended γ -ray emission region of a similar size. Note that 80 pc at
 distance of 2.8 kpc subtends an angle of ≈98 

′ 
. Indeed, the HESS

xcess map ( AYW19 , fig. 4 in their supplementary material) shows
he γ -ray bright region to have a total extension of ≈3 ◦, consistent
ith the abo v e estimate for the angular radius. Ho we ver, we note that

oughly half of the last annulus (the fifth) drawn in the same figure
y AYW19 is not γ -ray bright. This makes the γ -ray luminosity of
he last projected bin comparable to the fourth bin and not brighter,
hich it would have been, if the γ -ray bright region had filled the last

nnulus. At the same time, the morphology of the γ -ray bright region
hows that it is not spherically symmetric. Thus, although there is
 rough agreement of the size of the bubble (and, consequently, the
-ray bright region) from our spherically symmetric simulation with

he size of the γ -ray bright region, a bin-by-bin matching of the
imulated result with observations may not be possible. 

Indeed, from the structure of the stellar wind bubble (Fig 1 ), it
s clear that the swept-up shell is much denser than the interior of
he bubble. This would result in an enhanced γ -ray luminosity for
he outer radial bin, which would, in turn, dominate the projected
uminosity in all projected bins. 

.2 Different acceleration sites and corresponding obser v ables 

s mentioned earlier, we consider three different CR acceleration
ites in our simulations: (1) CR energy injection in the central wind
egion (using εcr ), (2) injection at the shocks (using w cr ), and (3)
ombined injection at shocks as well as the central wind region (using
oth εcr and w cr ). We compare our results with the observations of
YW19 , albeit for a distance of 2.8 kpc to WD1 as described in
ection 2.3. We discuss the effect of varying the distance in Appendix
1. 

.2.1 Central injection 

n this scenario, CRs are injected into the source region, after which
hey diffuse outwards. The kinetic luminosity of the stellar wind
s distributed in CRs and thermal energy. We define the injection
arameter εcr as 

cr = 

E cr 

E IN 
, (24) 

here E cr is the energy deposited in CRs and E IN is the total deposited
nergy into the injection region. 

We calculated the projected γ -ray luminosity and mass by dividing
he cluster region into five bins from 0 −45 pc with a width of 9 pc
or each bin to compare with the observations of AYW19 . While
alculating the projected γ -ray luminosity, we have considered only
he hadronic contribution since the leptonic contribution is relatively
ower in magnitude than the hadronic contribution. 
NRAS 510, 5579–5591 (2022) 
The fourth column plots the inferred CR energy density profile 1 

n the same manner that observers would have done, based on the
rojected luminosity and mass. This has been done in order to bring
ut the essential difference between the actual radial profile (plotted
n the first column of Fig. 2 ) and the inferred projected profile of CR
nergy density, the demonstration of which is the crux of this paper.

Note that AYW19 calculated the errors in CR density without
onsidering the uncertainty in the mass estimates (which was
entioned as ∼50 per cent ). This has resulted in the underestimation

f the errors in the inferred CR energy density. We have therefore
onsidered the error in the mass estimates while calculating the final
rrors in CR energy density. It is found that the revised error bars
ccommodate a flatter CR energy density profile than expected from
 projection of 1/ r profile. We note that the error mainly arises from
he uncertainty in the conversion factor between CO and H 2 , and its
alue at length scales as small as ∼50 pc remains unknown. 

After exploring the parameter space, we have found that for a
/ r type radial profile of ambient density with the core density of
25 m H 

cm 

−3 as discussed in Section 3.1, the best-fitting parameters
re κcr = 3 × 10 27 cm 

2 s −1 and εcr = 0.1 (upper row of Fig. 2 ). 
The projected γ -ray luminosity (abo v e 1 TeV) and mass profiles

re shown in the second and third column, respectively in Fig. 2 ,
or all three different CR injection sites. It is clear from this figure
hat with proper choice of parameters, one can explain the observed
alues with a 1/ r -type ambient profile. Note that we calculated the
rojected profiles for the whole simulation box i.e. 300 pc. If we use
 simulation box of 400 pc instead of 300 pc, the γ -ray luminosity
hanges by (5 − 7) per cent . 

.2.2 Injection at the shock 

ext, we consider the case of CR injection at strong shocks. We
ainly consider injection at the WTS as the Mach number of WTS

s much larger than the forward shock (FS); i.e. WTS is stronger
han FS. The efficacy of CR injection at the shocks is described by a
ommonly used parameter (Che v alier 1983 ; Bell et al. 2014 ) 

 cr = 

p cr 

p th + p cr 
, (25) 

here p cr and p th are the CR and thermal pressures, respectively
similar as mentioned in Section 3). The downstream CR pressure
raction is therefore p cr = w cr p tot (here, p tot = p cr + p th ). 

After a detailed study of the parameter space, we found that the
est-fitting parameters that can explain the observational data are

cr = 10 27 cm 

2 s 
−1 

and w cr = 0.2 (consistent with ion acceler-
tion efficiency found in kinetic simulations; see e.g. Caprioli &
pitko vsk y 2014 ). The middle row of Fig. 2 shows the projected
ass and γ -ray luminosity for these parameters. If we compare with

he central injection case (uppermost panel), it is clear that shock
njection requires a lo wer v alue of κcr than central injection in order
o explain the observed γ -ray luminosity. 

.2.3 Combined injection 

e also considered a CR injection scenario where CRs are accel-
rated in the source region as well as at the shocks. In this case of
ombined injection, εcr parametrizes the fraction of kinetic energy
hat goes into CRs and w cr decides how much of the downstream
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(c)(a) (b) (d)

(c)(a) (b) (d)

(c)(a) (b) (d)

Figure 2. Results of simulations with the 1/ r ambient density profile and different injection scenarios are displayed. We plot the radial density and CR pressure 
profiles (a), the projected γ -ray luminosity abo v e 1 TeV (b), projected mass (c), and inferred CR energy density abo v e 10 TeV ( e cr, inf ) (d) for different injection 
sites of CRs. Black data points with error bars represent observational data and the blue, red, and cyan dashed lines show the simulation results for luminosity, 
mass, and CR density, respectiv ely. The v ertical lines in panel (a) represent different projection bins. All profiles are shown at 4.5 Myr. The uppermost row 

shows the case of central injection with κcr = 3 × 10 27 cm 

2 s 
−1 

εcr = 0.1. The middle row shows the case of shock injection with κcr = 10 27 cm 

2 s 
−1 

, w cr = 

0.2. The bottom row shows the case of combined injection of CRs, and for κcr = 10 27 cm 

2 s 
−1 

, εcr = w cr = 0.2. The parameters are chosen to match the γ -ray 
luminosity and mass profiles in different scenarios. 

Table 2. Best-fitting parameters for different CR injection method. 

Injection sites Diffusion co-eff Injection parameter 
( κcr ) cm 

2 s −1 ( εcr or w cr ) 

Central injection 3 × 10 27 0.1 
Shock injection 10 27 0.2 
Combined injection 10 27 0.2 
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ressure is converted into CR pressure (same as in Sections 4.2.1 
nd 4.2.2 respectively). The best-matched profiles with observations 
re shown in the bottom row of the Fig. 2 . The corresponding value
f parameters are κcr = 10 27 cm 

2 s 
−1 

, and w cr = εcr = 0.2. In Table
 , we have mentioned the best-fitting values of parameters which can
xplain the observed γ -ray and mass profile. 

.3 Multiple discrete superno v a injection 

ultiple discrete SNe can also produce stellar wind-like structures 
f the frequency of SNe is large (e.g. see fig. 12 in Yadav et al.
017 ) and we have considered this alternative as well. For this,
he mechanical luminosity L w will correspond to a kinetic energy 
f 10 51 erg per SNe, multiplied by the frequency of SNe. AYW19
uggested an SN rate of one SN every 1000 yr to support the quasi-
ontinuous injection of CRs in the source region and to explain
he observed CR density profile. Ho we ver, this large rate of SNe
s not realistic, because this implies ≈3 × 10 4 SNe in 30 Myr
corresponding to the main sequence lifetime of a 8-M � star), 
hich would correspond to a total stellar mass of ≥3 × 10 6 M �.
herefore, we performed simulations with a more realistic SN 

njection frequency of 0.03 Myr −1 , corresponding to the observed 
luster stellar mass of 10 5 M �. 

Fig. 3 shows the corresponding projected luminosity, mass and 
nferred CR energy density profile for multiple SNe. For the abo v e
entioned realistic SNe rate, the density profile, shown in the first

anel of upper row of Fig. 3 , does not show a stellar wind like
tructure (first panel of the lower row of Fig. 3 ), which is achieved
nly for a high rate of SN ( e .g . 1 SN in ev ery 1000 yr) (lower row
f fig 3). Yet, one can get a close enough match with the projected
uminosity and mass profiles. The best-fitting parameters for SNe 
ate of 0.03 Myr −1 are κcr = 5 × 10 27 cm 

2 s −1 , εcr = 0.1, for an
MNRAS 510, 5579–5591 (2022) 
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(a) (c)(b) (d)

(a) (c)(b) (d)

Figure 3. Profiles of the density and CR pressure, projected γ -ray luminosity ( > 1 TeV), mass, CR energy density abo v e 10 TeV for the multiple discrete SN 

injection scenario. CRs are injected at the shocks detected by our shock detection method. The value of κcr = 5 × 10 27 cm 

2 s −1 and εcr = 0.1. Upper row: one 
SN in every 0.03 Myr, lower row: one SN in every 1000 yr. Only the small SN rate, consistent with the cluster mass, can satisfy the observational constraints. 
For the lower panel, we have used a uniform density of 50 m H cm 

−3 otherwise, for a 1/ r type ambient, the FS position will be at a very large distance which 
does not match with the observation. 
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Figure 4. Time evolution of γ -ray luminosity for combined injection with 
κcr = 10 27 cm 

2 s −1 , w cr = εcr = 0.2. Black points are from observation. 
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/ r -type ambient density. When the SNe rate is increased, the
orresponding luminosity, mass, and inferred CR energy density
rofile much exceed the observed values. We have included this high
ate of SN just to look at the prediction of AYW19 assumption. Also,
or this high SNe rate, we have used a uniform ambient medium of
0 m H cm 

−3 . Instead, if we use a 1/r type ambient medium, the outer
hock position will be at a large distance (beyond ∼220 pc) which
oes not match the observation. 

 DISCUSSION  

ur simulated γ -ray luminosity and mass profiles match the ob-
ervations [panels (b) and (c) of Fig. 2 ], for the parameter values
entioned in each case of CR injection. We also note that the

nferred CR energy density offers a good match with the observed
rofiles, in light of the revised error bars that include the uncertainty
n mass estimation [panel (d) in each row of Fig. 2 ]. It should also
e noted that our simulations are based on some simple assumptions
.g. spherical symmetry and constant diffusion coefficient. Three-
imensional simulations can produce more realistic morphology, but
hose require additional free parameters such as mass distribution of
loud and location of stars. It is therefore reasonable to say that the
resent simulations offer a good match with the observations, in light
f all the uncertainties mentioned earlier. 
There are other circumstantial reasons why a flatter CR energy

ensity profile should be considered. Recently Abeysekara et al.
 2021 ) have shown (in their fig. 2b) that for Cygnus cluster, the CR
nergy density abo v e 10 TeV does not strictly follow a 1/ r profile,
nd their observation does not rule out e cr, inf being uniform, which
 ould mak e it consistent with our simulation results [panel (d) in

ach row of Fig. 2 ]. At the same time, the CR energy density profile
or 100 GeV does follow 1/ r profile ( AYW19 ). Abeysekara et al.
 2021 ) interpreted this absence of a 1/ r profile for TeV CRs on the
asis of larger diffusion rate for higher energy CRs. 
The comparison of L γ and e cr, inf from our simulation and obser-

ations indicate that the last projected bin is observed to be less
NRAS 510, 5579–5591 (2022) 
uminous than expected from simulation. There can be a variety of
easons for this discrepancy. One possibility is that the outer shell is
ragmented and is porous, as in the case of 30 Doradus, for example
which allows the X-ray from the shocked wind region to be seen
hrough the holes in the outer shell). Such a fragmented outer shell
ay make the γ -ray luminosity in the outer-most bin discrepant from

he simulated values. 

.1 Time dependence of gamma-ray profiles 

ig. 4 shows the time dependency of the γ -ray luminosity profile for
ombined injection of CRs. As time increases, the bubble structure
xpands. The luminosity in the inner bins increases with time, but
he outer bin shows an opposite trend. This is because, as time
rogresses, the outer shock co v ers a more extended region, thereby
ncreasing the ef fecti ve volume of the emitting region, and increasing
he luminosity in the inner bins, because of the projection effect. At
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Figure 5. Time evolution of X-ray luminosity (2 −8 keV) for stellar wind 
case (red and blue curves) and multiple SN case (green and cyan lines). The 
black solid line shows 3 × 10 34 erg s −1 which is the obtained value from 

observation. The shaded region shows the range of the observed luminosity. 
Solid and dashed curves correspond to without TC runs and with TC runs, 
respectively. 
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he same time, the WTS and the shocked wind region gradually 
o v e out of the intermediate and outer bins, thereby decreasing

he contributions in luminosity in those bins. The difference in the 
uminosity from 2 to 4 Myr is found to be roughly ∼25 per cent and
ithin the observational margin of error. 

.2 Effect of thermal conduction 

e have also studied the effect of thermal conduction on the 
imulated γ -ray profiles. We use thermal conduction to have the 
pitzer value ( κ th = 6 × 10 −7 T 

5/2 in CGS, Spitzer 1962 ) and also
ssumes the saturated thermal conduction (section 4.3 of Gupta 
t al. 2016 ). For the two-fluid model, thermal conduction does not
ignificantly change the simulated γ -ray profile and the change in 
he γ -ray luminosity in each bin is ≤ (5 − 7) per cent . 

.3 Thermal X-rays 

e have calculated the resulting X-ray luminosity of the (hot and 
ense) shocked wind region. We consider the X-ray emission due 
o thermal bremsstrahlung, which can be calculated using (equation 
.14b of Rybicki & Lightman 1979 ) 

 x = 

∫ 
V 

d V 

∫ 
ν

d ν
[
6 . 8 × 10 −38 Z 

2 n e n i T 
−1 / 2 e −hν/kT ˜ g ff 

]
. (26) 

We take n e ∼ n p = P th / k B T ( P th is the thermal pressure), Z ∼
, and ˜ g ff = 1 . 2. The X-ray luminosity in 2 −8 keV for both stellar
ind and multiple SN cases is shown in Fig. 5 . For stellar wind

cenario, the X-ray luminosity matches the observed value (Muno 
t al. 2006 ) of (3 ± 1) × 10 34 erg s −1 (shown by the shaded region)
ith or without thermal conduction. Ho we ver, the corresponding X- 

ay luminosity for the multiple SN injection scenario is more than one
rder lower in magnitude than the observed value if we do not include
hermal conduction. This is due to the very low density of the gas
see Fig. 1 b) inside the bubble, owing to the low SNe rate. (Higher
Ne rate would reco v er the density structure, but o v erproduce γ -
ays, as shown in the bottom panel of Fig. 3 ). However, with thermal
onduction, the simulated values (cyan curve in the plot) are close to
he shaded region for this injection scenario. For this case, we have
et an upper limit of conduction coefficient, which corresponds to 
0 7 K temperature (otherwise, the stability time-scale due to thermal 
onduction is too short). Therefore, both the stellar wind and multiple
N injection models can explain the observed γ -ray as well as X-ray

uminosity. 

.4 Heating due to CRs and CR energy loss 

R energy loss, due to Coulomb and hadronic interactions, can 
ndeed be important, as estimated below. Using the expressions for 
oulomb and hadronic loss in Guo & Oh ( 2008 ), the total CR energy

oss rate is 

 c = 7 . 6 × 10 −16 
( n 

cm 

−3 

) (
e cr 

erg cm 

−3 

)
erg s −1 cm 

−3 . (27) 

he heating time for the gas is 

 H 

≈ 1 . 5 nkT 

(1 . 65 × 10 −16 n e cr ) 
sec , (28) 

onsidering only the Coulomb interaction. Using e cr ∼ 0.45 eV cm 

−3 ,
 = 10 4 K (corresponds to shell temperature), the heating time scale

s t H ∼ 10 9 yr. This heating time is much larger than the dynamical
ime-scale of 4.5 Myr, so the effect of this heating is negligible for
he thermal gas. Ho we ver, the energy loss time-scale for CRs is 

 cr, loss ≈ 0 . 4 Myr 
( n 

50 m H cm 

−3 

)−1 
. (29) 

e can also estimate the energy loss due to CR streaming heating,
or which the heating rate is given by 

 streaming = −v A · ∇p cr erg cm 

−3 s −1 . (30) 

ere, p cr is the CR pressure and v A is the Alfv en v elocity. If
e assume equipartition of magnetic and thermal energy den- 

ity, then v A ≈ 1.3 × 10 8 cm s −1 . If we consider the region
etween 20–50 pc in the density plot [panel (a) of the topmost
ow of Fig. 2 , we find that the change of CR pressure ( � p cr ) is
1.8 × 10 −11 dyne cm 

−2 o v er a distance ( � r ) of 30 pc. This giv es
s, � streaming ≈ 2 . 6 × 10 −23 erg cm 

−3 s −1 . The energy loss time-scale
or CR is long, but the heating time-scale for the gas is ∼0.2 Myr,
for n ≈ 0.01 cm 

−3 ). Although this may be important, we have not
ncluded streaming heating in our simulations because it will involve 

aking assumptions about the uncertain small-scale magnetic fields. 
The abo v e discussion, especially re garding the energy loss time-

cale for CR (equation 29), shows that CR energy density in the
hocked wind and outer shell can significantly decrease o v er the
onsidered dynamical time-scale. This process would reduce the 
R energy density in these regions and consequently decrease L γ .
herefore, L γ would be lower than presented here, especially in the
uter bins, and make the inferred CR energy density decline with
he projected distance. This may result in a better match with the
bservations. 
Our analysis shows that the diffusion coefficient ( κcr ) lies in the

ange of (5 −30) × 10 26 cm 

2 s −1 . Note that CR diffusion is ineffective
or a much lower diffusion coefficient, whereas CRs rapidly diffuse 
ut of the bubble without affecting it if κcr is increased (see also Gupta
t al. 2018 ). A comparison of the simulation results with observation
mplies that the γ -ray luminosity matches well if CR energy fraction
0 − 20 per cent of the total input energy, consistent with theoretical 
xpectations from diffuse shock acceleration mechanisms. 

Also, note that the γ -ray luminosity is a function of both gas
ensity ( n N ) and CR energy density ( e cr ), whereas the mass is only a
MNRAS 510, 5579–5591 (2022) 
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Figure 6. The projected γ -ray luminosity and inferred CR energy density profiles as a function of the projected radius for different injection parameters and 
diffusion parameters for the case of combined CR injection scenario. In all panels, black points with error bars indicate the observational values. The upper left- 
and right-hand panels show the variation of the γ -ray luminosity and inferred CR energy density for different κcr , respectively for a fixed w cr = εcr = 0.2. The 
lower left-hand panel shows the variation of the γ -ray profile with varying CR injection parameter and the lower right-hand panel shows the variation of the 

projected inferred CR energy density profile with varying injection parameter. For the lower two panels, the value of κcr = 10 27 cm 

2 s 
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unction of gas density. As e cr depends on κcr , the γ -ray luminosity
hanges significantly with a change in the diffusion coefficient, as
hown in the upper left-hand panel of Fig. 6 . In contrast, the mass
rofile does not strongly depend on our choice of parameters. For
xample, although the size of a stellar wind bubble depends on εcr , the
rojected mass does not change noticeably like the γ -ray luminosity
or different values of εcr . 

.5 Dependence on various parameters 

e have studied the dependence of our results on different parame-
ers, viz. , the diffusion coefficient and the injection parameters. 

.5.1 Dif fusion coef ficient ( κcr ) 

o understand the effect of diffusion coefficient on the γ -ray profile,
e also ran the simulations for dif ferent v alues of the diffusion

oefficient, keeping a constant εcr = w cr = 0.2. The upper left- and
NRAS 510, 5579–5591 (2022) 
ight-hand panel of Fig. 6, respectively, show the variation of γ -
ay luminosity and CR density with distance for dif ferent v alues of
cr . It is clear from the upper left-hand panel of the same figure,

he γ -ray luminosity exceeds the observed values for a lower value
f dif fusion coef ficient. This is because a slower diffusion of CRs
mplies a higher density of CRs in the vicinity of the cluster, which
ncreases the γ -ray luminosity. 

The upper left-hand panel of Fig. 6 shows the corresponding
ariation of the inferred CR energy density profile with κcr . As
xpected, increasing the diffusion coefficient depletes the injection
egion of CRs, and the resulting drained CR energy density profile
s naturally decreased. Ho we v er, our e x ercise selects the range of κcr 

(5–100) × 10 26 cm 

2 s −1 as the appropriate one since the observed
alues are bracketed from both sides in this range, as seen from the
he upper left- and upper right-hand panels of Fig. 6 . We note that this
ange of κcr is consistent with previous estimates from observations
f γ -rays in star clusters (Gabici et al. 2010 ; Giuliani et al. 2010 ; Li
 Chen 2010 ; Ackermann et al. 2011 ). 
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.5.2 Injection parameter ( w cr and εcr ) 

e have also run the simulations for different values of the injection
arameter ( w cr and κcr ) keeping a constant diffusion coefficient κcr 

 10 27 cm 

2 s −1 . The lower left- and right-hand panels of Fig. 6 ,
especti vely, sho w the v ariation of γ -ray luminosity and CR density
ith distance for different injection parameters. It is clear from 

he lower left-hand panel of the figure that an increasing value of
 cr or εcr increases the γ -ray luminosity, because a larger injection 
arameter means a larger fraction of kinetic energy being deposited 
nto CRs which consequently increases the γ -ray luminosity in the 
lose vicinity of the cluster. The corresponding CR density profile is
hown in the lower right-hand panel of the Fig. 6 . 

 C O N C L U S I O N S  

e have studied the implication of the recently inferred distribution 
f CR energy density in massive compact star clusters, taking the 
articular example of WD1. With 1D two-fluid hydro-dynamical 
imulation for stellar wind in star clusters, we have studied the 
rojected γ -ray luminosity, mass, and CR energy density for the 
D1 cluster and their dependence on diffusion coefficient, injection 

arameter, and ambient density. Our findings are as follows: 

(i) The most important tak eaw ay from our analysis is that the
nferred 1/ r profile of CR energy density need not reflect its true
adial profile. Also, we have shown that even the observed data 
an accommodate a flatter CR energy density profile, in light of
evised error estimates. We have shown that dividing the projected 
 γ by the projected mass in different annuli can yield a CR energy
ensity profile that is significantly different from the actual profile. 
e have also pointed out various uncertainties that w ould mak e a

traightforward inference difficult, e .g . the lack of morphological 
ymmetry, the uncertainty in the mass estimate. 

(ii) While a 1/ r profile for the CR energy density allows a simple
xplanation in terms of a steady-state CR luminosity at the centre 
f the cluster, which makes it appealing, we have studied the 
ore plausible scenarios, that of a time-varying CR luminosity, 

r CR being injected outside the central region (in the WTS, for
xample), and showed how these scenarios are also consistent with 
bservations. We can not rule out any of the CR acceleration sites
n the basis of these observations because the observed luminosity 
nd mass profile can be explained by all three CR injection methods,
s well as the discrete SN scenario by appropriate choice of the
if fusion coef ficient and injection parameters. 
(iii) The parameters for the best match with observations are not 

d-hoc, but are supported by independent arguments. F or e xample, a
o wer v alue of dif fusion coef ficient (10 27 cm 

2 s −1 ) can explain the
bservation for shock injection case, while for central injection 
 higher value (3 × 10 27 cm 

2 s −1 ) is required. These values for
he dif fusion coef ficient are consistent with pre vious findings. The
ame goes for the parameter describing the efficiency of CR energy 
njection, which is found to be in the range εcr / w cr ∼0.1–0.3,
onsistent with previous works (Gupta et al. 2018 ). 

(iv) The discrete multiple SN injection scenario can explain the 
-ray observation with the appropriate choice of parameters. On 

he other hand, the simulated X-ray luminosity (assuming it to be 
hermal) is close to the observed value only if we include thermal
onduction. 
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PPENDIX  A :  EFFECT  O F  DISTANCE  O F  W D 1  

n this work, we have used a distance of 2.8 kpc for WD1, but it
s important to know how the difference in distance affects the
nferences, because previous works assumed it to be 4 kpc. For
his reason, we have determined the projected γ -ray luminosity and

ass for a distance of 4 kpc (which is 1.4 times larger than the new
Figure A1. Same as in the bottom row of Fig. 2 , except that a distance of WD1

NRAS 510, 5579–5591 (2022) 
redicted distance of 2.8 kpc). As a consequence of this, the observed
-ray luminosity, as well as the projected mass, will increase by a

actor of 1.4 2 ≈ 2 for each bin. Also, the width of the bin will increase
.4 times and each bin width will become 13 pc instead of 9 pc that
e have used in our calculations in the main text. If we consider a
in of projected distance between w 1 and w 2 , then the total projected
uminosity in the bin is calculated by integrating over this region (i.e.
rom w 1 to w 2 ) 

 w 1 → w 2 = 2 π
∫ w 2 

w 1 

[∫ r box 

w 1 

2 j ν( r ) 
r d r √ 

r 2 − w 

2 

]
w d w , 

here j ν is the emissivity, r box is the maximum box size, and r is the
adial distance. A change in the distance will modify the bin width
nd will affect the γ -ray luminosity through the abo v e inte gral. Since
he projected mass is calculated in a similar way, the mass estimate
ill also change in a similar way. 
Fig. A1 shows the corresponding profiles for a distance of 4 kpc

istance, for the case of combined CR injection. Upon comparison
ith the bottom panel of Fig. 2 , we find that the modified projected
 γ and projected mass are still within the observational error bars.
he CR energy density does not deviate much from the limit of
rror bar of the data points. To summarize, the effect of changing the
istance is rather modest in light of the observational uncertainties
nd does not significantly affect the conclusions. 
 is taken to be 4 kpc. The effect of varying κcr is also shown in the figure. 
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Figure B1. Variation of projected γ -ray luminosity abo v e 1 TeV, mass and CR energy density abo v e 10 TeV as a function of projected distance for central CR 

injection scenario. The red curve is for STARBURST 99 model and the blue curve is for constant mechanical luminosity driven model. The match between the two 
is very close. 
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PPENDIX  B:  EFFECT  O F  TIME-VA RY ING  

E C H A N I C A L  LUMINOSITY:  S TA R BU R S T 9 9  

e have also investigated the effect of the time-dependent mechan- 
cal luminosity of the cluster, L w , using STARBURST 99 2 (Leitherer 
t al. 1999 ), which is a publicly available code for stellar evolution
n clusters. We use the P ado va AGB track with solar metallicity

 ht tps://www.st sci.edu/science/st arburst99/docs/default .htm 
nd instantaneous star formation for this calculation. In Fig. B1 , we
ompare our result with the case of a constant mechanical luminosity- 
riven wind model. We find that these two models do not differ much
n terms of projected luminosity, mass, or inferred CR energy density.
ere, the parameters used are κcr = 3 × 10 27 cm 

2 s 
−1 

, εcr = 0.1 for
entral injection of CRs. 
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