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Abstract—Multi-access coded caching schemes from cross resolvable designs (CRD) have been reported recently [7]. To be able to compare coded caching schemes with different number of users and possibly with different number of caches a new metric called rate-per-user was introduced and it was shown that under this new metric the schemes from CRDs perform better than the Maddah-Ali-Niesen scheme in the large memory regime. In this paper a new class of CRDs is presented and it is shown that the multi-access coded caching schemes derived from these CRDs perform better than the Maddah-Ali-Niesen scheme in the entire memory regime.

I. INTRODUCTION

Coded caching is an active area of research that has gained popularity due to its ability to reduce data transmissions during the times of high network congestion by prefetching parts of demanded contents into the memories of end users [1]. Designing schemes that are well suited to meet practical constraints like subpacketization while achieving reasonable rates is the main challenge in developing good coded caching schemes. Most of the attention has been centered around the scenario where users are equipped with dedicated caches.

However, in a variety of settings, such as different cellular networks, multiple users can share a single cache or users can conceivably connect to multiple caches whose coverage areas may overlap. In such cases caching schemes suited for such situations have to be implemented. In the recent years, coded caching schemes for various cache share situations have been studied in the work of [2], [3], [4], [5], [6], [7], [8], [9] etc. In this work, we propose a new construction of a combinatorial structure called cross resolvable designs which was first discussed in [7] and develop multi-access coded caching from it.

A. Multi-access Coded Caching - System Model

Fig. 1 shows a multi-access coded caching system with a unique server $S$ storing $N$ files $W_1, W_2, W_3, \ldots, W_N$ each of unit size. There are $K$ users in the network connected via an error-free shared link to the server $S$. The set of users is denoted by $U$. There are $b$ number of helper caches each of size $M$ files. Each user has access to $z$ out of the $b$ helper caches. Let $Z_k$ denote the content in the $k$-th cache. It is assumed that each user has an unlimited capacity link to the caches it is connected to.

There are two phases: the placement phase and the delivery phase. During the placement phase, certain parts of each file are stored in each cache, which is carried out during the off-peak hours. During the peak hours, each user demands a file, and the server broadcasts coded transmissions such that each user can recover its demanded file by combining the received transmissions with what has been stored in the caches it has access to. This is the delivery phase. The coded caching problem is to jointly design the placements and the delivery with a minimal number of transmissions to satisfy all users’ demands. The amount of transmissions used in the unit of files is called the rate or the delivery time. Subpacketization level is the number of packets that a file is divided into. Coding gain is defined as the number of users who are benefited in a single transmission.

B. Known Coded caching schemes with dedicated caches

The framework of the seminal paper [1] considers a network with $K$ users, each equipped with memory of size $M$ and $N$ files of very large size among which each user is likely to demand any one file. The rate $R$ achieved is $K \left(1 - \frac{M}{N}\right) \frac{1}{(1 + K \frac{M}{N})}$. The factor $(1 + K \frac{M}{N})$ which is originally call global caching gain is also known as the coding gain or the Degrees of Freedom (DoF). We refer to this scheme as the MaN scheme henceforth. This original setup can be viewed as a special case of the scheme corresponding to Fig. 1 with $b = K$ and $z = 1$ which may be viewed as each user having a dedicated cache of its own. To mitigate the exponential subpacketization problem that arises, by employing the MaN
scheme several other schemes based on resolvable block designs from linear block codes [10], hypergraphs [11], block designs [12], schemes in [13] etc., have also been proposed in the recent years. These approaches have helped to reduce the subpacketization problem, by mainly trading off with respect to rate or memory fraction accessible to the user as compared to the scheme in [1].

C. Known Multi-access Coded Caching Schemes

The multi-access setup refers to the case when a user has access to more than one cache, and multiple users can access the same cache. This setup was first considered in the work of [4], where $K$ users and $K$ caches with each user having access to neighboring $z$ caches in a cyclic wraparound fashion, was dealt with. In the original paper [4], the scheme proposed is decentralized. However the scheme can be extended to get a centralized scheme which gives the rate given by

$$R = \frac{K - \frac{KzM}{N}}{1 + \frac{KM}{N}} \text{ for } M \leq \frac{N}{z}$$

and $R = 0$ for $M > \frac{N}{z}$.

The scheme of [6], also considers a multi-access setup with cyclic wraparound and for any access degree $z$ achieves the rate given by the expression

$$R = \begin{cases} K \left(1 - z \frac{M}{N}\right)^2 & \text{for } i \in 0 \cup \left[\left\lfloor\frac{K}{z}\right\rfloor\right] \\ 0 & \text{for } i = \left\lfloor\frac{K}{z}\right\rfloor \end{cases}$$

for $M = i \frac{N}{K}$ where $i \in 0 \cup \left[\left\lfloor\frac{K}{z}\right\rfloor\right]$.

The work of [5] also deals with the same problem setup as in the previous cases and provides two new schemes which can serve, on average, more than $K\gamma + 1$ users at a time and for the special case of $z = \frac{K-1}{K\gamma}$, the achieved gain is proved to be optimal under uncoded cache placement where $\gamma = \frac{M}{N}$, $\gamma \in \{1/K, 2/K, \ldots, 1\}$. The general scheme is proposed for the case $K\gamma = 2$.

The coded caching scheme proposed by [4] suffers from the case that $z$ does not divide $K$, where the needed number of transmissions is at most four times the load expression for the case where $z$ divides $K$. The work of [8] proposes a new scheme for the same setup considered in [4] so that the case where $z$ divides $K$, remains achievable in full generality and gives the same rate expression as in [4], where $z$ is the access degree, $M$ the memory associated with each cache and $N$ the number of files. The subpacketization $F = K\left(K'\right)$ where $t = K\frac{M}{N}$ and $K' = K-t(z-1)$. The effective file fraction accessible to the user in all the topologies discussed before is $\frac{zM}{N}$.

In [7], the authors develop a multi-access scheme from a specific type of resolvable designs called Cross Resolvable Designs (CRD) and the setup of the multi-access network discussed here depends on the cross resolvable design chosen. The effective file fraction accessible to the user by this setup is less than $\frac{zM}{N}$ as opposed to the other schemes discussed previously. The number of users supported here, is significantly higher than the other existing schemes for the same number of caches and for practically realizable subpacketization levels. Our work considers only the setup in [7]. To perform comparison of coded caching schemes for various multi-access topologies, we use the metric per user rate or rate per user defined in [7].

D. Contributions

The contributions of this paper may be summarized as follows:

- We present a construction for a new family of cross resolvable designs (CRDs) which enables construction of multi-access coded caching schemes with parameters not achievable with the CRDs presented in [7].
- When used for the construction given in [7] the new CRDs lead to multi-access coded caching schemes with better performance. In particular the multi-access coded caching schemes presented in [7] give smaller per user rate than the MaN scheme only in the high cache storage regime whereas the CRDs presented in this paper give smaller per user rate for all cache storage regime.

The scheme from the new CRDs presented when compared to other multi-access schemes perform better in terms of number of users supported, per user rate and subpacketization. Due to page restrictions these comparisons are made available in the extended version [14].

II. BACKGROUND

In this section we review some of the preliminaries from [7].

Definition 1: [10] A design is a pair $\left(\mathcal{X}, \mathcal{A}\right)$ such that

- $\mathcal{X}$ is a finite set of elements called points, and
- $\mathcal{A}$ is a collection of nonempty subsets of $\mathcal{X}$ called blocks, where each block contains the same number of points.

Definition 2: [10] A parallel class $\mathcal{P}$ in a design $\left(\mathcal{X}, \mathcal{A}\right)$ is a subset of disjoint blocks from $\mathcal{A}$ whose union is $\mathcal{X}$. A partition of $\mathcal{A}$ into several parallel classes is called a resolution, and $\left(\mathcal{X}, \mathcal{A}\right)$ is said to be a resolvable design if $\mathcal{A}$ has at least one resolution.

Example 1: Consider the block design specified as follows.

$$\mathcal{X} = \{1, 2, 3, 4\}, \text{ and } \mathcal{A} = \{\{1, 2, 3\}, \{1, 4\}, \{2, 3\}, \{2, 4\}, \{3, 4\}\}.$$ 

It can be observed that this design is resolvable with the parallel classes $\mathcal{P}_1 = \{\{1, 2\}, \{3, 4\}\}$, $\mathcal{P}_2 = \{\{1, 3\}, \{2, 4\}\}$, and $\mathcal{P}_3 = \{\{1, 4\}, \{2, 3\}\}$. Note that $\mathcal{P}_1$, $\mathcal{P}_2$, and $\mathcal{P}_3$ form a partition of $\mathcal{A}$. If $\mathcal{A} = \{\{1, 2\}, \{1, 3\}, \{3, 4\}, \{2, 4\}\}$, we get another resolvable design with two parallel classes $\mathcal{P}_1$ and $\mathcal{P}_2$.

Example 2: Consider the block design specified as follows.

$$\mathcal{X} = \{1, 2, 3, 4, 5, 6\}, \text{ and } \mathcal{A} = \{\{1, 2, 3\}, \{4, 5, 6\}, \{1, 4, 5\}, \{2, 3, 6\}\}.$$ 

It can be observed that this design is resolvable with two parallel classes: $\mathcal{P}_1 = \{\{1, 2, 3\}, \{4, 5, 6\}\}$ and $\mathcal{P}_1 = \{\{1, 4, 5\}, \{2, 3, 6\}\}.$
For a given resolvable design \((\mathcal{X}, \mathcal{A})\) if \(|\mathcal{X}| = v, |\mathcal{A}| = b\), block size is \(k\) and the number of parallel classes is \(r\), then there are exactly \(\frac{b}{r}\) blocks in each parallel class. Since the blocks in each parallel class are disjoint, the number of blocks in each parallel class is \(\frac{b}{r} = \frac{v}{r}\).

A. Cross Resolvable Design (CRD) [7]

In [7], the notion of cross resolvable designs were introduced for the first time. In [7], multi-access coded caching schemes from CRDs were discussed and two classes of CRDs from Affine Geometry and Hadamard matrices [15] were studied for use in multi-access systems.

Definition 3 (Cross Intersection Number): For any resolvable design \((\mathcal{X}, \mathcal{A})\) with \(r\) parallel classes, the \(i^{th}\) cross intersection number, \(\mu_i\) where \(i \in \{2, 3, \ldots, r\}\), is defined as the cardinality of intersection of \(i\) blocks drawn from any \(i\) distinct parallel classes, provided that, this value remains same \((\mu_i \neq 0)\), for all possible choices of blocks.

For instance, in Example 1, \(\mu_2 = 1\) and \(\mu_3\) does not exist.

Definition 4 (Cross Resolvable Design): For any resolvable design \((\mathcal{X}, \mathcal{A})\), if there exist at least one \(i \in \{2, 3, \ldots, r\}\) such that the \(i^{th}\) cross intersection number \(\mu_i\) exists, then the resolvable design is said to be a Cross Resolvable Design (CRD). If \(\mu_r\) exists then the CRD is said to be a Maximal Cross Resolvable Design (MCRD).

Note that the resolvable design in Example 2 is not a CRD as \(\mu_2\) does not exist.

Example 3: For the resolvable design \((\mathcal{X}, \mathcal{A})\) with

\[
\mathcal{X} = \{1, 2, 3, 4, 5, 6, 7, 8\}, \quad \text{and} \quad \mathcal{A} = \{\{1, 2, 3, 4\}, \{5, 6, 7, 8\}, \{1, 2, 5, 6\}, \{3, 4, 7, 8\}, \{1, 3, 5, 7\}, \{2, 4, 6, 8\}\},
\]

the parallel classes are \(\mathcal{P}_1 = \{\{1, 2, 3, 4\}, \{5, 6, 7, 8\}\}\), \(\mathcal{P}_2 = \{\{1, 2, 5, 6\}, \{3, 4, 7, 8\}\}\), and \(\mathcal{P}_3 = \{\{1, 3, 5, 7\}, \{2, 4, 6, 8\}\}\). We have \(\mu_2 = 2\) and \(\mu_3 = 1\).

The multi-access coded caching scheme obtained from a CRD is as follows [7]: Consider a CRD \((\mathcal{X}, \mathcal{A})\) with \(v\) points, \(r\) parallel classes, \(b\) blocks of size \(k\) each, \(b_r = \frac{b}{r}\) blocks in each parallel class, the access degree \(z \in \{2, 3, \ldots, r\}\) such that \(\mu_z\) exists. A multi-access coded caching problem with \(K = \binom{v}{z}\) number of users, \(N\) files in server database, \(b\) number of caches, \(\frac{M}{N} = \frac{k}{r}\) fraction of each file at each cache and subpacketization level \(v\) can be associated to the CRD \((\mathcal{X}, \mathcal{A})\) [7]. A user is connected to distinct \(z\) caches such that these \(z\) caches correspond to \(z\) blocks from distinct parallel classes. The following theorem from [7] gives the achievable rate obtained using the placement and delivery proposed in [7].

Theorem 1: [7] For \(N\) files and \(K\) users each with access to \(z\) caches of size \(M\) in the considered caching system, if \(N \geq K\) and for the distinct demands by the users, the scheme in [7] achieves the rate \(R\) given by

\[
R = \frac{\mu_1(\binom{v}{z})}{v}.
\]

Notations:

In this paper, \(\mathbb{Z}_q\) denotes the set of integers modulo \(q\), where \(q\) is a positive integer, \(\mathbb{Z}_q^t\) denotes the set of \(t\) tuples over \(\mathbb{Z}_q\), and \(|\mathcal{X}|\) denotes the cardinality of a set \(\mathcal{X}\).

III. A NEW CLASS OF CRDS

Let \(\mathcal{X} = \{0, 1, 2, \ldots, q^m - 1\}\). For \(y \in \mathcal{X}\), let \(y = (y_0, y_1, \ldots, y_{m-1})\) be the \(q\)-ary expansion of \(y\). For a positive integer \(t\) such that \(0 < t < m\), we define a set of blocks as follows. Consider the set

\[
y_{a_0a_1a_2\ldots a_{m-1}} = \{y \in \mathcal{X} : y_j = a_j, 0 \leq i < t\} \quad \text{where} \quad 0 \leq j_0 < j_1 < j_2 < \ldots < j_{t-1} < m.
\]

(1)

The set of blocks are

\[
\mathcal{A} = \{y_{a_0a_1a_2\ldots a_{m-1}} : \forall a = (a_0, a_1, a_2, \ldots, a_{m-1}) \in \mathbb{Z}_q^t : 0 \leq j_0 < j_1 < j_2 < \ldots < j_{t-1} < m\}.
\]

For every \(a = (a_0, a_1, a_2, \ldots, a_{m-1}) \in \mathbb{Z}_q^t\) with \(0 \leq j_0 < j_1 < j_2 < \cdots < j_{t-1} < m\), there are \(\binom{m}{t}\) ways of choosing such \(\{j_0, j_1, j_2, \ldots, j_{t-1}\}\), and for every such choice, there are \(q^t\) ways of choosing \(a \in \mathbb{Z}_q^t\). Thus, there are totally \(q^t(\binom{m}{t})\) sets defined by (1). These \(q^t(\binom{m}{t})\) sets constitute the set of blocks in \(\mathcal{A}\), leading to the design \((\mathcal{X}, \mathcal{A})\).

Lemma 1: The design constructed above is a resolvable design of parameters \(v = q^m, b = q^t(\binom{m}{t}), r = \binom{m}{t}, k = q^{m-t}\).

Proof: It is easy to see that \(v = |\mathcal{X}| = q^m\) and \(b = |\mathcal{A}| = q^t(\binom{m}{t})\) by the construction. The block size \(k = q^{m-t}\) since for \(a = (a_0, a_1, a_2, \ldots, a_{m-1}) \in \mathbb{Z}_q^t\), the remaining \(m-t\) positions of \(y\) can be chosen from \(\mathbb{Z}_q\) in \(q^{m-t}\) ways.

Now we have to show that the design so obtained is resolvable. Fix \(j_0, j_1, j_2, \ldots, j_{t-1}\) such that \(0 \leq j_0 < j_1 < j_2 < \cdots < j_{t-1} < m\). Consider \(a = (a_0, a_1, a_2, \ldots, a_{m-1}) \in \mathbb{Z}_q^t\) and \(b = (b_{j_0}, b_{j_1}, b_{j_2}, \ldots, b_{j_{t-1}}) \in \mathbb{Z}_q^t\). The intersection between the two blocks \(y_{a_0a_1a_2\ldots a_{m-1}}\) and \(y_{b_{j_0}b_{j_1}b_{j_2}\ldots b_{j_{t-1}}} = \emptyset\). This can be proved as follows. If the intersection between any two such blocks is not empty then, for some \(y, j_0 = a_j\), and \(j_1 = b_{j_1}, 0 \leq i < t\). Then \(a = b\) which is not possible, thus proving our claim.

We have already proved that the size of the blocks are equal. Thus the set of blocks indexed by \(a_0a_1a_2\ldots a_{m-1}\) form a parallel class for a fixed choice of \(j_0, j_1, j_2, \ldots, j_{t-1}\). There will be thus \(q^t\) blocks in a parallel class. Since there are \(\binom{m}{t}\) ways of choosing \(j_0, j_1, j_2, \ldots, j_{t-1}\) such that such that \(0 \leq j_0 < j_1 < j_2 < \cdots < j_{t-1} < m\) for a fixed choice of \(a\), we have \(\binom{m}{t}\) such parallel classes.

Theorem 2: When \(t = 1\), the design from proposed construction gives a CRD of parameters \(v = q^m, b = mq, k = q^{m-1}, r = m\) with cross intersection numbers \(\mu_z = q^{m-2}\) for \(z \in \{2, 3, \ldots, m\}\). The CRD thus obtained is a MCRD with \(\mu_m = 1\).

Proof: Consider any 2 blocks from 2 different parallel classes indexed by \(a_{j_0}\) and \(a_{j_1}\) for \(0 \leq j_0, j_1 < m\). Clearly \(j_0 \neq j_1\), as the blocks belong to different parallel classes. Consider the set of vectors, with each \(y\) such that \(y_{j_0} = a_{j_0}\)
and \( y_{j1} = a_{j1} \). Now the vector \( y \) can be chosen in \( q^{m-2} \) different ways. Thus any two blocks drawn from two different parallel classes intersect at exactly \( q^{m-2} \) points implying that \( \mu_2 = q^{m-2} \). If we consider a set of \( z \) blocks drawn from \( z \) distinct parallel classes, for instance \( a_{j0}, a_{j1}, \ldots, a_{jz-1} \), such that \( j_0 \neq j_1 \neq \ldots \neq j_{z-1} \), then the set of vectors with vector \( y \) such that \( y_{j0} = a_{j0}, y_{j1} = a_{j1}, \ldots, y_{j_{z-1}} = a_{j_{z-1}} \) contains exactly \( q^{m-2} \) choices. Thus, the \( z \)th cross intersection number \( \mu_z = q^{m-2} \). Now if we consider a set of \( m \) blocks drawn from \( m \) distinct parallel classes, repeating same argument we have exactly one vector \( y \) with \( y_{j0} = a_{j0}, y_{j1} = a_{j1}, \ldots, y_{jm-1} = a_{jm-1} \). Thus \( \mu_m = 1 \). Since \( z = r \), in this case, the design formed by the construction is a MCRD.

Example 4: In Table I, for the \( \mathbb{Z}_q^3 \) CRD it can be verified that \( \mu_3 = 1 \). For the \( \mathbb{Z}_q^2 \) CRD, \( \mu_2 = 4 \), \( \mu_3 = 2 \) and \( \mu_4 = 1 \). For the \( \mathbb{Z}_q^2 \) CRD we have \( \mu_2 = 1 \) and for the \( \mathbb{Z}_q^2 \) CRD, \( \mu_2 = 1 \).

**Theorem 3:** The CRD in Theorem 2 gives a multiaccess scheme for multiaccess networks with parameters \( K = q^z \binom{m}{z} \), \( \frac{M}{N} = \frac{1}{q} \), \( F = q^m \), \( R = \binom{m}{z}(\frac{q-1}{q})^z \) for \( z \in \{2, 3, \ldots, m\} \).

**Proof:** In Theorem 1, if the parameters of the constructed CRD are substituted, the result is obtained.

**Remark 1:** The choice \( z = m \), gives the best per user rate. When we compare the multi access networks with access degrees \( z \) and \( z-1 \), for \( z \in \{3, 4, \ldots, m\} \)

\[
\frac{K_z}{K_{z-1}} = \frac{q^z \binom{m}{z}}{q^{z-1} \binom{m}{z-1}} = \frac{q}{m-z+1} \quad z
\]

\[
\frac{R_z}{R_{z-1}} = \frac{\binom{m}{z}(\frac{q-1}{q})^z}{\binom{m}{z-1}(\frac{q-1}{q})^{z-1}} = (\frac{q-1}{q})\frac{(m-z+1)}{z}
\]

\[
\frac{(\frac{R}{K})_z}{(\frac{R}{K})_{z-1}} = \frac{q-1}{2q}
\]

**Corollary 1:** The CRD in Theorem 2 gives a coded caching scheme for multiaccess networks with parameters \( K = q^m \), \( \frac{M}{N} = \frac{1}{q} \), \( F = q^m \), \( R = \binom{m}{z}(\frac{q-1}{q})^z \) for \( z \in \{2, 3, \ldots, m\} \).

**Remark 2:** The multi-access scheme obtained from this construction has subpacketization level \( F \) equal to the number of users \( K \) when \( z = m \). Hence subpacketization \( F \) grows linearly with \( K \).

**Remark 3:** An interesting point to note in Corollary 1 is that the rate \( R \) decreases as \( m \) increases only if \( q = 2 \). However the per user rate \( \frac{R}{K} = (\frac{q-1}{2q})^m \) decreases as \( m \) increases for any value of \( q \).

**Lemma 2:** Let \( M' \) denotes the size of all the distinct subfiles accessible to a user after accessing multiple caches and access degree be \( z \). Then we have

\[
M' = (1 - (1 - \frac{1}{q})^z
\]

for the multi-access coded caching scheme in Theorem 3.

**Proof:** In [7], it is shown that

\[
M' = \frac{zM}{N} + \sum_{t=2}^z (-1)^{t+1} \binom{z}{t} \frac{\mu_t}{t}
\]

Taking \( \frac{M}{N} = \frac{1}{q} \), \( \mu_t = q^{m-t} \) we get,

\[
\frac{M'}{N} = \frac{z}{q} + \sum_{t=2}^z (-1)^{t+1} \binom{z}{t} \frac{q^{m-t}}{q^m} = 1 - (1 - \frac{1}{q})^z
\]

where the last step follows from binomial expansion.

**IV. PERFORMANCE ANALYSIS**

We refer to the construction of CRD in Theorem 2 as the proposed construction henceforth and coded caching scheme obtained in Theorem 3 as the proposed scheme. In subsection IV-A, we compare the parameters of scheme derived from proposed construction with the MaN scheme.

**A. Comparison of the proposed scheme with the MaN scheme**

We compare the proposed scheme with the MaN scheme keeping the number of caches and memory fraction \( \frac{M}{N} \) same as shown in Table II. It is seen that the proposed construction allows the support of a large number of users while the rate per user decreases. If we fix \( q = 2 \), then it is seen that the rate of the MaN scheme is \( \frac{m}{m+1} \) while the rate of the proposed scheme is \( \frac{m}{2} \).

When \( \frac{m}{m+1} > (\frac{m}{2})^{\frac{1}{2}} \) and \( q = 2 \), lower rates than the MaN scheme is achieved. When \( z = m \), we have \( \frac{m}{m+1} > 0.5m \), and if \( q = 2 \), then lower rates than the MaN scheme is achieved for all choices of \( m \). When \( z = m-1 \), for \( m = 3 \) and \( q = 2 \) the rates become the same, while for \( m > 3 \), lower rates than the MaN scheme is achieved. Figure 2 shows the comparison of rates of the MaN scheme and the proposed scheme for different values of access degree \( z \) and \( m = 10 \), \( q = 2 \). The per user rate is less for the proposed scheme irrespective of the value of \( q \) if \( 2^z > m+1 \). The proposed scheme has lesser subpacketization level than that of the MaN scheme.

Affine resolvable BIBDs are classes of known CRDs [7]. Affine resolvable BIBDs from affine geometry are known to exist for all \( q \) and \( m' \), where \( q \) is a prime or a power of a prime number \( \geq 2 \) [15]. The number of points \( v = q^{m'} \), the number of points in a block \( k = q^{m-1} \), the number of blocks \( b = \frac{q(q^{m-1})}{q-1} \), the number of parallel classes \( r = \frac{q^{m-1}}{q-1} \), \( z = 2 \) and \( \mu_z = q^{m'-2} \). Figure 3 shows the comparison of per-user rates of MaN scheme, scheme for the class of CRD derived from affine geometry and scheme from proposed CRD for different values of \( m' \). To compare, we choose a \( \mathbb{Z}_q^{m'} \) CRD with number of parallel classes as \( m = \frac{q^{m-1}}{q-1} \), and number of points \( q^{m'} \) and choose \( z = m \), for the multi-access scheme. Figure 4 shows the comparison of subpacketization levels of MaN scheme, scheme for the class of CRD derived from affine geometry and scheme from proposed CRD for \( m' = 2 \).
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Table I
EXAMPLES OF CRD

<table>
<thead>
<tr>
<th>Design</th>
<th>Parameters</th>
<th>X</th>
<th>A</th>
<th>Parallel classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{Z}_{24}$ CRD</td>
<td>$m = 3, q = 2$</td>
<td>${0, 1, 2, 3, 4, 5, 6, 7}$</td>
<td>${0, 1, 2, 3, 4, 5, 6, 7}$, ${0, 2, 4, 6}$, ${1, 3, 5}$, ${0, 1, 4, 5}$, ${2, 3, 6, 7}$</td>
<td>$P_1 = {0, 1, 2, 3, 4, 5, 6, 7}$, $P_2 = {0, 1, 2, 4, 6}$, $P_3 = {0, 1, 4, 5}$</td>
</tr>
<tr>
<td>$\mathbb{Z}_{24}$ CRD</td>
<td>$m = 4, q = 2$</td>
<td>${0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}$</td>
<td>${0, 1, 2, 3, 4, 5, 6, 7}$, ${0, 1, 2, 3, 4, 5, 6, 7}$, ${0, 2, 4, 6, 8, 10, 12, 14}$, ${1, 3, 5, 7, 9, 11, 13, 15}$, ${0, 1, 4, 5, 8, 9, 12, 13}$, ${2, 3, 6, 7, 10, 11, 14, 15}$</td>
<td>$P_1 = {0, 1, 2, 3, 4, 5, 6, 7}$, $P_2 = {0, 1, 2, 3, 4, 5, 6, 7}$, $P_3 = {0, 2, 4, 6, 8, 10, 12, 14}$, $P_4 = {0, 1, 4, 5, 8, 9, 12, 13}$, $P_5 = {2, 3, 6, 7, 10, 11, 14, 15}$</td>
</tr>
<tr>
<td>$\mathbb{Z}_{24}$ CRD</td>
<td>$m = 2, q = 3$</td>
<td>${0, 1, 2, 3, 4, 5, 6, 7}$</td>
<td>${0, 1, 2, 3, 4, 5, 6, 7}$, ${0, 3, 6}$, ${1, 4, 7}$, ${2, 5, 8}$</td>
<td>$P_1 = {0, 1, 2, 3, 4, 5, 6, 7}$, $P_2 = {0, 1, 2, 3, 4, 5, 6, 7}$, $P_3 = {0, 3, 6}$, $P_4 = {1, 4, 7}$, $P_5 = {2, 5, 8}$</td>
</tr>
<tr>
<td>$\mathbb{Z}_{24}$ CRD</td>
<td>$m = 2, q = 4$</td>
<td>${0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}$</td>
<td>${0, 1, 2, 3, 4, 5, 6, 7}$, ${0, 9, 10, 11}$, ${12, 13, 14, 15}$, ${0, 4, 8, 12}$, ${1, 5, 9, 13}$, ${2, 6, 10, 14}$, ${3, 7, 11, 15}$</td>
<td>$P_1 = {0, 1, 2, 3, 4, 5, 6, 7}$, $P_2 = {0, 9, 10, 11}$, $P_3 = {12, 13, 14, 15}$, $P_4 = {0, 4, 8, 12}$, $P_5 = {1, 5, 9, 13}$, $P_6 = {2, 6, 10, 14}$, $P_7 = {3, 7, 11, 15}$</td>
</tr>
</tbody>
</table>

Figure 2. Comparison of rates of the MaN scheme [1] and scheme from proposed CRD for different values of access degree $z$ and $m = 10, q = 2$.

Figure 3. Comparison of per-user rates of the MaN scheme [1], the scheme for the class of CRD derived from affine geometry [7] and the proposed scheme for different values of $m'$.

Figure 4. Comparison of subpacketization levels of the MaN scheme [1], the scheme for the class of CRD derived from affine geometry [7] and the proposed scheme for $m' = 2$.

Table II

<table>
<thead>
<tr>
<th>Parameters</th>
<th>MaN Scheme</th>
<th>Proposed Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Caches</td>
<td>$qm$</td>
<td>$qm$</td>
</tr>
<tr>
<td>File fraction ($\frac{N}{M}$)</td>
<td>$\frac{1}{q}$</td>
<td>$\frac{1}{q}$</td>
</tr>
<tr>
<td>Number of Users ($K'$)</td>
<td>$qm$</td>
<td>$q^m (\frac{m}{m})^q$</td>
</tr>
<tr>
<td>Access Degree ($z$)</td>
<td>1</td>
<td>$z$</td>
</tr>
<tr>
<td>Subpacketization level ($\frac{q}{m}$)</td>
<td>$\frac{q}{m}$</td>
<td>$q^m$</td>
</tr>
<tr>
<td>Rate ($R$)</td>
<td>$\frac{(q-1)m}{1+m}$</td>
<td>$\frac{(m-1)z}{2z}$</td>
</tr>
<tr>
<td>Rate per user ($\frac{R}{K'}$)</td>
<td>$\frac{q-1}{q(1+m)}$</td>
<td>$\frac{(2z-1)}{2z}$</td>
</tr>
<tr>
<td>Gain ($g$)</td>
<td>$m + 1$</td>
<td>$2^z$</td>
</tr>
</tbody>
</table>

Parameters
- $m$: Number of subpacketization levels
- $q$: Access degree
- $K'$: Number of users
- $z$: Access degree
- $R$: Rate
- $g$: Gain

Diagram
- Comparison of rates of the MaN scheme and the proposed scheme for different values of $z$ and $m = 10, q = 2$.
- Comparison of per-user rates for different values of $m'$.
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