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Abstract
For a domain � in the complex plane, we consider the domain Sn(�) consisting of
those n×n complex matrices whose spectrum is contained in�. Given a holomorphic
self-map � of Sn(�) such that �(A) = A and the derivative of � at A is identity
for some A ∈ Sn(�), we investigate when the map � would be spectrum-preserving.
We prove that if the matrix A is either diagonalizable or non-derogatory then for most
domains�,� is spectrum-preserving on Sn(�). Further, when A is arbitrary, we prove
that � is spectrum-preserving on a certain analytic subset of Sn(�).
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1 Introduction and Statement of Main Results

A well-known result of Cartan about holomorphic self-maps, also known as Cartan’s
uniqueness theorem, says: every holomorphic self-map of a bounded domain (in the
complex Euclidean space) that has a fixed point so that the derivative of the holo-
morphic map at the fixed point is identity has to be the identity map on the given
bounded domain. The above result was generalized to taut complex manifolds by
Wu [21] and shortly later to the case of Kobayashi hyperbolic complex manifolds by
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Kobayashi [13]. The purpose of this article is to explore holomorphic self-maps of
certain matricial domains—that are not Kobayashi hyperbolic (thus not taut)—in the
spirit of Cartan’s Theorem. We begin with introducing these domains.

Given n ∈ N, n ≥ 2, we denote by Mn(C) the set of all n × n complex matrices.
For a matrix W ∈ Mn(C), the spectrum of W is the set of eigenvalues of W and is
denoted by σ(W ). Let � be a domain in the complex plane C, we consider the set

Sn(�) := {W ∈ Mn(C) : σ(W ) ⊂ �}.

Note that Sn(�) is an open and connected subset of Mn(C) ≡ C
n2 . In the case when

� = D, where D is the open unit disc in C centred at the origin, the domain Sn(D) is
called the spectral unit ball. In [17], Ransford–White initiated function-theoretic study
of the spectral unit ball. Since then, the spectral unit ball has been studied intensively
in the literature, see, for instance [3,7,10,16,22] and the references therein. We now
enlist an important observation about the domains Sn(�).

Lemma 1.1 For any domain � ⊂ C and n ≥ 2, the domain Sn(�) is not Kobayashi
hyperbolic.

In fact, for every Sn(�), n ≥ 2, and for anyW ∈ Sn(�) there exists a non-constant
holomorphic map fW : C −→ Sn(�) such that σ( f (·)) = σ(W ) on C. We postpone
the proof of Lemma 1.1 to Sect. 2, where we also recall several relevant definitions and
results. Thus given a holomorphic self-map � of Sn(�), n ≥ 2, such that �(A) = A
and the derivative of � at A is identity, i.e. � ′(A) = I, the aforementioned results of
Kobayashi and Wu cannot be directly applied to conclude that � is the identity map
on Sn(�). Indeed, there exists a holomorphic self-map� of S2(D) such that�(0) = 0
and � ′(0) = I that is not even injective (see [17, Sect. 0]).

To study the holomorphic self-maps of Sn(�), we employ its relation with the
n-th symmetrized product of � which, in general, have many nice properties. One
such important property is that—while none of the domains Sn(�) are Kobayashi
hyperbolic—the n-th symmetrized product of � is Kobayashi hyperbolic for most
domains � ⊂ C. To define this latter object, we consider the symmetrization map
πn : Cn −→ C

n defined by πn(z) := (
πn, 1(z), . . . , πn, j (z), . . . , πn, n(z)

)
, where

πn, j (z) is the j th elementary symmetric polynomial in variables z1, . . . , zn for z :=
(z1, . . . , zn). In other words, we have

n∏

j=1

(t − z j ) = tn +
n∑

j=1

(−1) jπn, j (z1, . . . , zn) t
n− j , t ∈ C.

The n-th symmetrized product of �, denoted by �n(�), is defined by �n(�) :=
πn(�

n). Since the symmetrization map πn : C
n −→ C

n is a proper holomorphic
map, it follows that �n(�) is a domain in Cn .
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The aforementioned relation between Sn(�) and �n(�) is via the map c :
Mn(C) −→ C

n defined by c(W ) := (c1(W ), . . . , cn(W )
)
where the polynomial

tn +
n∑

k=1

(−1)k ck(W )tn−k

is the characteristic polynomial of W . We shall denote the restriction of the map c to
any open subset of Mn(C) by c itself. Observe for each k, 1 ≤ k ≤ n, since ck(W )

is the sum of all principal minors of order k of the matrix W , c is a holomorphic
map on Mn(C). Further, if {λ1, . . . , λn} is a list of eigenvalues of W , repeated with
algebraic multiplicity, then ck(W ) = πn, k(λ1, . . . , λn) for each k, where ck(W ) is the
kth coordinate of c(W ). It now follows that

c(Sn(�)) = �n(�) and Sn(�) = c−1(�n(�))

for any domain � ⊂ C. It turns out that the domain �n(�) is Kobayashi hyperbolic
(and also Kobayashi complete) if and only if the cardinality of C \ � is at least 2n
(see Result 3.1). In Sect. 3, using the Kobayashi hyperbolicity of �n(�), we prove
that every holomorphic self-map � of Sn(�) induces a unique holomorphic self-map
G� of �n(�) such that c ◦ � = G� ◦ c, i.e. the following diagram commutes:

Sn(Ω) Sn(Ω)

Σn(Ω) Σn(Ω)

Ψ

c c

GΨ

Fig. 1 Existence of G�

By studying the map G� , we are led to the first main result of this article.

Theorem 1.2 Given n ∈ N, n ≥ 2, and a domain � ⊂ C satisfying #(C \ �) ≥ 2n.
Let � be a holomorphic self-map of Sn(�) such that �(A) = A and � ′(A) = I for
some A ∈ Sn(�). Assume that the matrix A is either a diagonalizable matrix or a
non-derogatory matrix. Then

c(�(W )) = c(W ) for every W ∈ Sn(�).

Consequently, σ
(
�(W )

) = σ
(
W
)
and the algebraic multiplicity of each eigenvalue

is preserved for every W ∈ Sn(�), i.e. � is spectrum-preserving on Sn(�).

Remark 1.3 Recall that a non-derogatorymatrix is amatrix forwhich the characteristic
polynomial and the minimal polynomial are same, see [11, p. 195] for other equivalent
definitions. Observe that the set of diagonalizable matrices is dense in Sn(�), and the
set of non-derogatory matrices is open and dense in Sn(�) for any domain � in C.
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Furthermore, given any A ∈ S2(�), it is either a diagonalizable matrix or a non-
derogatory matrix. Hence, when n = 2, the condition on the matrix A in Theorem 1.2
is superfluous.

As an application of Theorem 1.2, we prove a result that gives stronger conclusion
in a neighbourhood of the matrix A than that of Theorem 1.2.

Corollary 1.4 Let n, �, � and A be as in Theorem 1.2. Then there exists a neigh-
bourhood N of A such that �(W ) is conjugate to W for any W ∈ N .

Remark 1.5 Note that without any condition on � in Theorem 1.2, � need not be
spectrum-preserving. For example: let� = C\{0} and consider�(W ) := exp(W−I).
Notice that � satisfies �(I) = I and � ′(I) = I but � is not spectrum-preserving.
When � = D and A = 0 ∈ Sn(D), n ≥ 2, the above theorem was proved by
Ransford–White [17, Theorem 3]. Since the automorphism group of Sn(D) is far from
being transitive (see [17, Theorem 4]), one cannot use the result due to Ransford–
White to deduce the conclusion of the above theorem for Sn(D) and for an arbitrary
A 
= 0.

We must mention that our proof of Theorem 1.2 is not a routine extension of the
argument given by Ransford–White in the case mentioned above. We provide a very
short sketch of the proof of Theorem 1.2 to point out some features of it that are
novel. Let � be as in Theorem 1.2 and G� be the self-map of �n(�) associated
with � (see Fig. 1). Observe that if we show that G� is the identity map on �n(�)

then Theorem 1.2 follows. To study the set of fixed points of G� , we introduce the
technique of local decomposition of the map c, which is particularly useful when the
matrix A is non-zero.

• Let λi be an eigenvalue of A with algebraic multiplicity ni , i ∈ {1, 2, . . . ,m}.
Then the map c decomposes locally as c = τ ◦ θ , where θ is a map into the
cartesian product of �ni (�), i.e.

∏m
i=1 �ni (�) and τ is the canonical map from∏m

i=1 �ni (�) onto �n(�). Furthermore, we observe that τ is a local biholomor-
phism. This allows us to define the holomorphic map F�—in a neighbourhood
of θ(A)—which is locally a biholomorphic conjugate of G� via the map τ (see
Fig. 2). Note this step is independent of the choice of the matrix A.

• When A is diagonalizable, using a result on the perturbation of eigenvalues of a
normal matrix by Sun [19], we prove that the trace of F ′

� at θ(A) is n, where F� is
as above. This implies that the trace of G ′

� at c(A) is n. On the other hand, when
A is non-derogatory, we explicitly construct a right inverse of the map c passing
through the point A which, in particular, shows that G ′

�(c(A)) = I.
• Under the cardinality condition #(C \ �) ≥ 2n, the domain �n(�) is Kobayashi
complete. We appeal to results from the iteration theory of holomorphic self-maps
on taut complex manifolds (see Sect. 2)—together with the information about
G ′

�(c(A)) above—to establish that G� is the identity map on �n(�).

Remark 1.6 Sun’s result—alluded to as above—gives a bound on the eigenvalues for
the perturbation of a normal matrix (see Result 4.3 for the statement). In general,
similar bounds on eigenvalues for perturbation of an arbitrary matrix have robust
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error; see, for instance [8,18]. Further, given a matrix B if there exists a local right
inverse of the map c passing through the point B, then B has to be a non-derogatory
matrix. Therefore, the techniques used to prove Theorem 1.2 do not extend.

We now turn to the case when the matrix A in Theorem 1.2 is not necessarily
diagonalizable or non-derogatory. Notice, if we take derivatives on both sides of c ◦
� = G� ◦ c at A then it follows that the range space of the derivative of c at A lies in
the eigenspace of the derivative of G� at c(A) corresponding to the eigenvalue 1. This
eigenspace plays an important role with regard to the spectrum-preserving property of
�. Now, the rank of c at A gives a lower bound on the dimension of the eigenspace of
G ′

�(c(A)) corresponding to the eigenvalue 1. In this direction, we have the following
proposition, which is interesting in its own right:

Proposition 1.7 Let A ∈ Mn(C) be given. Then the rank of the derivative of c at A is
equal to the degree of the minimal polynomial of A.

Our proof of Proposition 1.7 crucially uses the local decomposition of c as described
before. By a result of Vigué [20] (see Sect. 2) about the fixed-point set of holomorphic
self-maps, the eigenspace of G ′

�(c(A)) corresponding to the eigenvalue 1 determines
the fixed-point set of G� . Using Proposition 1.7—in a way that is described in the
last paragraph—we get a lower bound on the dimension of the fixed-point set of G�

which leads to the second main result of this article.

Theorem 1.8 Given n ∈ N, n ≥ 2, and a domain � ⊂ C satisfying #(C \ �) ≥ 2n.
Let � be a holomorphic self-map of Sn(�) such that �(A) = A and � ′(A) = I.
Then there is a closed complex submanifoldS of �n(�) containing c(A) of complex
dimension greater than or equal to the degree of the minimal polynomial of A such
that for every W ∈ c−1(S ) we have c(�(W )) = c(W ).

Since for a non-derogatorymatrix the degree of theminimal polynomial ismaximal,
Theorem 1.8 gives an alternate proof of Theorem 1.2 when A is non-derogatory.
We prove Theorems 1.2 and 1.8 in Sects. 5 and 7, respectively, while the proof of
Proposition 1.7 is given in Sect. 6.

Concluding remarks For a domain � with #(C \ �) ≥ 2n, the map � as in Theo-
rem 1.2 is spectrum-preserving when the matrix A belongs to a large subset of Sn(�)

(see Remark 1.3). Thus it seems that the same conclusion should hold for any choice
of A, but current tools and results are not enough to conclude this. For example, when
n = 3, there is one particular choice of the matrix A for which we are not able to
say whether � is spectrum-preserving (see Sect. 7). It would be interesting to find a
counterexample in this case.

2 Kobayashi Hyperbolicity and Iteration Theory on Taut Complex
Manifolds

In this section, we recall notions of Kobayashi hyperbolicity, Kobayashi completeness
and tautness for a given complex manifold. As hinted in Sect. 1, we shall need results
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from the iteration theory of holomorphic self-maps on taut complex manifolds in
our proofs, so we state those results too in this section. Before we begin, a piece of
notation—given complex manifoldsX and Y , we shall denote byO(X , Y ) the set
of all holomorphic maps from X into Y .

Let X be a complex manifold and let h denote the hyperbolic distance induced
by the Poincaré metric on the unit disc D. The Kobayashi pseudo-distance KX :
X × X −→ [0, ∞) is defined by: given two points p, q ∈ X ,

KX (p, q) := inf
{ k∑

i=1

h(ζi−1, ζi ) : (φ1, . . . , φk; ζ0, . . . , ζk) ∈ A(p, q)
}
,

where A(p, q) is the set of all analytic chains in X joining p to q. Here,
(φ1, . . . , φk; ζ0, . . . , ζk) is an analytic chain in X joining p to q if φi ∈ O(D, X )

for each i such that

p = φ1(ζ0), φk(ζk) = q and φi (ζi ) = φi+1(ζi )

for i = 1, . . . , k − 1.
It is not difficult to check that KX is a pseudo-distance. Using the Schwarz lemma

on the unit disc D, we see that KD ≡ h. An important property of the Kobayashi
pseudo-distance is its contractivity under holomorphic maps, i.e. if F : X −→ Y
is a holomorphic map then KY

(
F(p), F(q)

) ≤ KX (p, q) for all p, q ∈ X . A
complex manifoldX is called Kobayashi hyperbolic if the pseudo-distance KX is a
distance, i.e. KX (p, q) = 0 if and only if p = q. Furthermore,X is calledKobayashi
complete if it is Kobayashi hyperbolic and the metric space (X , KX ) is complete. It
is a fact that every bounded domain inCd is Kobayashi hyperbolic. On the other hand,
it is easy to check that KCd ≡ 0 for all d ≥ 1. We refer the interested reader to [14]
(also see [12, Chapter 3]) for a comprehensive account on Kobayashi pseudo-distance.
Now, we recall the following generalization of Liouville’s theorem.

Result 2.1 Let X be a Kobayashi hyperbolic complex manifold and let F : Cd −→
X be a holomorphic map. Then F is a constant function.

We are now in a befitting position to present

The proof of Lemma 1.1 Fix � ⊂ C and n ≥ 2. Now consider a pointW ∈ Sn(�). Let
D be a diagonal matrix such that c(D) = c(W ). We know that there existsC ∈ Mn(C)

and a strictly upper triangular matrix U such that

W = exp(−C) (D +U ) exp(C).

Now consider the map f : C −→ Mn(C) defined by

f (ζ ) := exp(−C ζ ) (D + ζ U ) exp(C ζ ) ∀ζ ∈ C.

Note that c( f (ζ )) = c(D + ζ U ) = c(D), hence f (C) ⊂ Sn(�). Since f is a non-
constant holomorphic map into Sn(�), by Result 2.1, Sn(�) cannot be Kobayashi
hyperbolic. �
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Recall, a complex manifoldX is called taut if every sequence inO(D, X ) either
has a convergent subsequence or a compactly divergent subsequence. It is a fact that
every Kobayashi complete complex manifold is taut and every taut complex manifold
is Kobayashi hyperbolic; the converse of both these facts do not hold. We now state
the relevant results from the iteration theory of holomorphic self-maps on taut com-
plex manifolds that we need later. Most of the material presented here is taken from
Chapter 2.1 and Chapter 2.4 in Abate [2] (also, see Kobayashi [14]). We begin with
stating a result that is due to Wu [21, Theorem C].

Result 2.2 Let X be a taut complex manifold and let f ∈ O(X , X ) be such that
f (z0) = z0 for some z0 ∈ X . Then:

(a) the spectrum of the derivative of f at z0, f ′(z0), is contained in D.
(b) f ′(z0) = I if and only if f is the identity function.
(c) The tangent space Tz0X admits a f ′(z0)-invariant splitting Tz0X = LN ⊕ LU

such that the spectrum of f ′(z0)|LN is contained in D, the spectrum of f ′(z0)|LU

is contained in ∂ D and f ′(z0)|LU is diagonalizable.

The subspace LU of Tz0X is called the unitary space of f at the fixed point z0 and
the subspace LN is called the nilpotent space of f at z0.

Before we state the next result, we need a definition. LetX be a complex manifold.
A holomorphic retraction ofX is a holomorphic map ρ : X −→ X such that ρ2 =
ρ. A holomorphic retract ofX is the image ofX under a holomorphic retraction. It
is known that any holomorphic retract ofX is a closed complex submanifold ofX .
We now state

Result 2.3 Let X be a taut complex manifold and f ∈ O(X , X ). Assume that the
sequence { f k} of iterates of f is not compactly divergent. Then there exist a complex
submanifold M of X and a holomorphic retraction ρ : X −→ M such that every
limit point h ∈ O(X , X ) of { f k} is of the form

h = γ ◦ ρ,

where γ is an automorphism ofM . Moreover, even ρ is a limit point of the sequence
{ f k}.

The above result is due to Abate [1]. The manifold M above is called the limit
manifold of f and its dimension is called the limit multiplicity of f . If f ∈ O(X , X )

be such that f (z0) = z0 for some z0 ∈ X , X being taut, then following is an easy
consequence of the above results:

Corollary 2.4 Given f ∈ O(X , X ) with f (z0) = z0 for some z0 ∈ X and X
being a taut complex manifold, the unitary space of f at z0 is the tangent space at z0
of the limit manifold of f . In particular, the limit multiplicity of f is the number of
eigenvalues of f ′(z0) that belong to ∂ D counted with multiplicity.

We also need a result due to Abate [1] that gives a characterization for the sequence
{ f k} ∈ O(X , X ) to be convergent.
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Result 2.5 Let X be a taut complex manifold and let f ∈ O(X , X ). Then the
sequence of iterates { f k} converges in O(X , X ) if and only if f has a fixed point
z0 ∈ X such that the spectrum of f ′(z0) is contained in D ∪ {1}.

We end this section with a result due to Vigué about the fixed-point set of a holo-
morphic self-map. Given f ∈ O(X , X ), we shall denote by Fix( f ) the set of fixed
points of f .

Result 2.6 (Vigué, [20]) Let X be a taut complex manifold, f ∈ O(X , X ). Then
Fix( f ) is a closed complex submanifold ofX . Moreover, for x ∈ Fix( f ), we have

Tx (Fix( f )) = {ξ ∈ TxX : f ′(x)ξ = ξ}.

Also, see [14, Theorem 5.5.8] for details.

3 Two Preliminary Lemmas

In this section, we state two closely related lemmas. Lemma 3.3 is one of the key tools
in the proof of the two main results of this paper. Both lemmas are simple once we
appeal to a result by Zwonek. We begin by stating this result.

Result 3.1 (Zwonek, [23]) Let � ⊂ C be a domain and let n ∈ N, n ≥ 2, be fixed.
If #(C \ �) ≥ 2n then �n(�) is Kobayashi complete. If #(C \ �) < 2n then �n(�)

contains a non-constant holomorphic image of C and thus �n(�) is not Kobayashi
hyperbolic.

Lemma 3.2 Consider a domain � ⊂ C and n ∈ N, n ≥ 2, such that #(C \ �) ≥ 2n.
Let � be a holomorphic self-map of Sn(�). Then for every W1, W2 ∈ Sn(�) such
that c(W1) = c(W2), we have c(�(W1)) = c(�(W2)), where c : Sn(�) −→ �n(�)

is as defined in Sect. 1.

Proof Fix W1, W2 ∈ Sn(�) such that c(W1) = c(W2). We know that there exists
C ∈ Mn(C) and a strictly upper triangular matrix U such that W1 = exp(−C) (D +
U ) exp(C), where D is a diagonal matrix such that c(D) = c(W1). Now consider the
map f : C −→ Mn(C) defined by

f (ζ ) := exp(−C ζ ) (D + ζ U ) exp(C ζ ) for all ζ ∈ C.

Note that c( f (ζ )) = c(D + ζ U ) = c(D), hence f (C) ⊂ Sn(�). This allows us to
define the map g(ζ ) := c ◦ � ◦ f (ζ ) for all ζ ∈ C. Note that g is a holomorphic
map from C to �n(�). Since #(C \ �) ≥ 2n, by Result 3.1, it follows that �n(�)

is Kobayashi hyperbolic. Then using Result 2.1, we get that g is a constant function.
Hence

c(�(D)) = g(0) = g(1) = c(�(W1)).

123



On a Spectral Version of Cartan’s Theorem Page 9 of 27 70

Proceeding similarly we get c(�(D)) = c(�(W2)) whence c(�(W1)) = c(�(W2)).
Since the choice of W1, W2 ∈ Sn(�) (satisfying c(W1) = c(W2)) was arbitrary, the
lemma follows. �

The above lemma is motivated from that of [17, Theorem 1] by Ransford–White.
It also appeared in [9] but we present the proof here for completeness. Further, with
the help of this lemma, we prove the following result:

Lemma 3.3 Consider a domain � ⊂ C and n ∈ N, n ≥ 2, such that #(C \ �) ≥ 2n.
Let � be a holomorphic self-map of Sn(�). Then there exists a unique holomorphic
self-map G� of �n(�) such that G� ◦ c = c ◦ � (also see Fig. 1).

Proof Consider a relation G� from �n(�) into �n(�) defined by

G�(z) := c ◦ � ◦ c−1(z) ∀z ∈ �n(�).

From Lemma 3.2, it follows that for each z ∈ �n(�), G�(z) is a singleton. Hence
G� : �n(�) −→ �n(�) is a well-defined map that satisfies the relation G� ◦ c =
c ◦ �. The lemma now follows once we prove the following claim:
Claim G� is holomorphic.
To see this, fix z ∈ �n(�). Now consider the polynomial Pz(t) := tn +∑n

j=1(−1) j z j tn− j and define the map κ : �n(�) −→ Mn(C) by setting

κ(z) := C
(
Pz
)
,

where C
(
Pz
)
denotes the companion matrix of the polynomial Pz . Recall, given a

monic polynomial of degree k of the form p(t) = tk +∑k
j=1 a j tk− j , where a j ∈ C,

the companion matrix of p is the matrix C(p) ∈ Mk(C) given by

C(p) :=

⎡

⎢⎢⎢
⎣

0 −ak
1 0 −ak−1

. . .
. . .

...

0 1 −a1

⎤

⎥⎥⎥
⎦

k×k

.

It is a fact that c(C(p)) = (a1, . . . , ak). From this, it follows that κ is holomorphic
and c ◦ κ = I on �n(�). This, in particular, implies that κ(z) ∈ c−1(z). Applying
Lemma 3.2 again, we see that c◦� ◦c−1(z) = c◦� ◦κ(z), i.e. G�(z) = c◦� ◦κ(z).
Since each of the maps c, �, κ are holomorphic, the claim follows. �

4 Preparations for the Proof of Theorem 1.2

In this section, we devise certain ingredients that play a crucial role in the proof of
Theorem 1.2. We first show that given a point A ∈ Mn(C) (≡ C

n2 ) there is a polydisc
centred at A on which the map c could be decomposed. We also describe the utility
of this decomposition to our proof of Theorem 1.2. In what follows, given integers
j < k, [ j, . . . , k] will denote the set of integers { j, j + 1, . . . , k}.
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4.1 Local Decomposition of c

Recall that given x ∈ C
n , Px (t) is the polynomial tn +∑n

j=1(−1) j x j tn− j . Given
n ≥ 2, suppose there exist positive integers ni , i ∈ [1, . . . ,m] such that∑m

i=1 ni = n.
Consider the map τ :∏m

i=1 �ni (�) −→ �n(�) defined by

τ(x1, . . . , xm) = y, where y satisfies Py(t) =
m∏

i=1

Pxi (t). (4.1)

Note that τ is a holomorphic surjective map. We now state the result regarding the
local decomposition of c.

Lemma 4.1 Let A ∈ Sn(�), n ≥ 2, and write σ(A) := {λ1, . . . , λm} such that
for each i ∈ [1, . . . ,m], ni is the algebraic multiplicity of λi . Then there exists a
δ > 0 such that on the polydisc P(A; δ), the map c decomposes as c = τ ◦ θ , where
θ : P(A; δ) −→∏m

i=1 �ni (�) is a holomorphic openmapand τ :∏m
i=1 �ni (�) −→

�n(�), as defined above, is a biholomorphism from θ(P(A; δ)) onto c(P(A; δ)).

Proof Choose an r > 0 such that r < min{|λi − λ j |/2 : i, j ∈ [1, . . . ,m], i 
=
j} and the discs D(λi ; r) := {ζ ∈ C : |ζ − λi | < r} are contained in �. Now
using the continuity of the map c and the fact that the roots of a polynomial—as a
function of its coefficients—vary continuously, we can find a δ > 0 such that for any
W ∈ P(A; δ) ⊂ C

n2 the number of eigenvalues of W in D(λi ; r), counted with
multiplicity, is ni for all i ∈ [1, . . . ,m]. Given W ∈ P(A; δ), denote by σi (W )• a
list of eigenvalues of σ(W ) that lie in the disc D(λi ; r) and are repeated with their
multiplicity. Note that the number of elements in σi (W )• is ni for each i . Now, we
define the map θ : P(A; δ) −→∏m

i=1 �ni (�) by

θ(W ) = (θ1(W ), . . . , θm(W )
)
, where each θi (W ) satisfy

Pθi (W )(t) =
∏

μ∈σi (W )•
(t − μ). (4.2)

It is not difficult to see that c and θ are open maps—see Sect. 7 for details. It follows
from (4.1) and (4.2) that

τ(θ1(W ), . . . , θm(W )) = c(W ) for all W ∈ P(A; δ). (4.3)

We now show that τ is a biholomorphism from the open set θ(P(A; δ)) onto the
open set c(P(A; δ)). Notice we only need to show that τ is injective on θ(P(A; δ)).
Suppose

τ(x1, . . . , xm) = τ(y1, . . . , ym), (4.4)
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where (x1, . . . , xm) = θ(W1) and (y1, . . . , ym) = θ(W2) for some W1,W2 ∈
P(A; δ). It follows from the definition of τ and (4.4) that

m∏

j=1

Px j (t) =
m∏

j=1

Pyj (t). (4.5)

Fix a j ∈ [1, . . . ,m]. Since x j = θ j (W1) andW1 ∈ P(A; δ), the zeros of Px j (t) lie in
the discD(λ j ; r). Similarly for any k 
= j—since yk = θk(W2) andW2 ∈ P(A; δ)—
the zeros of the polynomial Pyk (t) lie in the discD(λk; r). AsD(λ j ; r)∩D(λk; r) = ∅
for k 
= j whence the zeros of the polynomial Px j (t) are also the zeros of Pyj (t).
Reversing this argument we see that the zeros of Px j (t) and Pyj (t) coincide. Hence
x j = y j for each j ∈ [1, . . . ,m] showing the injectivity of τ on θ(P(A; δ)).

The holomorphicity of the map θ on P(A; δ) now follows from (4.3) together with
the fact that τ is a biholomorphism from θ(P(A; δ)) onto c(P(A; δ)). �

We now present a lemma that paves the way towards the proof of Theorem 1.2.

Lemma 4.2 Given n ∈ N, n ≥ 2, and a domain � in C satisfying #(C \ �) ≥ 2n. Let
� ∈ O(Sn(�), Sn(�)) such that �(A) = A, � ′(A) = I for some A ∈ Sn(�). Then
there exist neighbourhoods V j ⊂ P(A; δ), j = 1, 2, of A satisfying V2 = �(V1)

such that if we define F� : θ(V1) −→ θ(V2) by

F� ≡ (τ |θ(V2)

)−1 ◦ G� ◦ τ, (4.6)

where θ, τ, P(A; δ) are as in Lemma 4.1 and G� is as in Lemma 3.3 then the
following diagram is commutative:

V1 V2

θ(V1) θ(V2)

c(V1) c(V2)

Ψ

θ θ

FΨ

τ τ

GΨ

Fig. 2 G� and F� are conjugates.

Proof Since �(A) = A and � ′(A) = I, the inverse function theorem implies that
there are neighbourhoods V1, V2 of A that are contained in the polydisc P(A; δ) such
that �(V1) = V2. Observe that we only need to show that on V1,

F� ◦ θ = θ ◦ �.
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Notice, by the definition of F� , we have

F� ◦ θ = [(τ |θ(V2)

)−1 ◦ G� ◦ τ
] ◦ θ = (τ |θ(V2)

)−1 ◦ G� ◦ c.

In the abovewe have used the identity τ ◦θ = c on P(A; δ). Now, sinceG�◦c = c◦�,
the above equation becomes

F� ◦ θ = (τ |θ(V2)

)−1 ◦ c ◦ �.

Now, on V2, we have θ = (
τ |θ(V2)

)−1 ◦ c. Putting this into the above equation gives
us the desired equality. �

The following two points encapsulates the importance of Lemma 4.2 and the com-
mutative diagram therein in our proof of Theorem 1.2:

• The main goal in our proof of Theorem 1.2—when A is diagonalizable—will be
to prove that the trace of G ′

� at a = c(A) is n. Since the map G� and F� are
locally biholomorphic conjugates of each other, it is sufficient to show that there
is a basisB of Cn such that the trace of F ′

� at a∗ = θ(A) with respect toB is n.
• The commutativity of the upper-half part of the above diagram enables us in
computing the trace of F ′

� at a∗ with respect to an appropriately chosen basis B
as mentioned above. In fact, in the next subsection, we shall construct a basis B
and derive a very important information regarding the trace of certain diagonal
blocks of [F ′

�(a∗)]B:=the derivative matrix of F� at a∗ with respect toB.

4.2 An Important Proposition

We continue with the set-up as in Lemma 4.2. Assuming that the matrix A in the
aforementioned lemma is a diagonal matrix, we derive an important information
regarding the trace of [F ′

�(a∗)]B with respect to an appropriately chosen basis B.
For simplicity, we shall write the maps F�, G� as F, G, respectively. Note the map
F : θ(V1) −→ θ(V2), where V1 and V2 are as in Lemma 4.2, can be written as
F = (F1, . . . , Fm) such that Fi (θ(V1)) ⊂ �i (�) for all i ∈ [1, . . . ,m]. Also, if we
letAi := {ei1, . . . , eini } denote the standard basis ofCni then write Fi :=∑ni

j=1 Fi, j e
i
j

on θ(V1). The following result by Sun is at the heart of the proof of the main result of
this subsection:

Result 4.3 (Paraphrasing of Corollary 1.2 in [19]) Let X ∈ Mn(C) be a normal matrix
with σ(X)• = {ζ1, . . . , ζn}. Here σ(X)• denotes a list of eigenvalues of X repeated
according to their multiplicity. Let Y be any other matrix with σ(Y )• = {ξ1, . . . , ξn}.
Then there exists a permutation π of [1, . . . , n] such that

max{| ξπ( j) − ζ j | : j ∈ [1, . . . , n]} ≤ n || X − Y ||op,

where || · ||op denotes the operator norm of a matrix considered as a bounded linear
operator on the Hilbert space (Cn, || · ||2).
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We are now in a position to state ourmain result of this subsection. (In what follows,
given a finite set of ordered vectors S of Ck , we shall denote by [S] the matrix of S
with respect to the standard basis of Ck).

Proposition 4.4 Suppose the matrix A in Lemma 4.2 is a diagonal matrix with the i0th
eigenvalue λi0 = 0. Then there is a basis Bi , i ∈ [1, . . . ,m] of Cni such that the
basisB of Cn defined by

[B] = [B1] ⊕ · · · ⊕ [Bm],

has the property that the i0th diagonal block of size ni0 × ni0 of the matrix
[
F ′(a∗)

]
B

has trace ni0 .

Proof We first construct the basis Bi := {
vij ∈ C

ni : j ∈ [1, . . . , ni ]
}
for each

i ∈ [1, . . . ,m]. These are defined by the equation

Pθi (A)+η vij
(t) = (t − λi )

ni + η (t − λi )
ni− j ∀ j ∈ [1, . . . , ni ],

where P and θi ’s are as in Sect. 4.1. It is easy to see that

vij :=
{(

0, . . . , 0, 1, πni− j (λi , . . . , λi )
)
, if j ∈ [1, . . . , ni − 1],

(0, . . . , 0, 1), otherwise,

where πni− j : Cni− j −→ C
ni− j is the symmetrization map. Notice Bi is a set of ni

linearly independent vectors and hence Bi forms a basis of Cni . Since λi0 = 0, we
also see that Bi0 = Ai0 . For each i ∈ [1, . . . ,m], we write

θi =
ni∑

j=1

θ̂i, j vij and Fi =
ni∑

j=1

F̂i, j vij .

Since Bi0 = Ai0 , we have θ̂i0, j = θi0, j and F̂i0, j = Fi0, j for all j ∈ [1, . . . , ni0 ].
Denote by Vi0

j := (Vi0
j, 1, . . . ,V

i0
j, i , . . . ,V

i0
j,m

) ∈∏m
i=1 C

ni such that Vi0
j, i = 0 when

i 
= i0 and Vi0
j, i0

= vi0j .
Claim

[
∂ F̂i0, j

∂Vi0
k

(a∗)
]

=
[
∂Fi0, j

∂Ei0
k

(a∗)
]

= Ini0
+ N ,

where N is an upper triangular nilpotent matrix and Ini0 is the identity matrix of order

ni0 . Also, E
i0
k ∈ ∏m

i=1 C
ni is a vector whose i0th component is ei0k and every other

component is the zero vector.
To establish the claim, we begin with the observation

∂Fi0, j

∂Ei0
k

(a∗) = lim
ε→0

Fi0, j (a
∗ + ε Ei0

k ) − Fi0, j (a
∗)

ε
.
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Now, by Lemma 4.2, Fi0, j = θi0, j ◦ � ◦ θ−1. Substituting this together with the
observation that θi0, j (A) = 0 gives us

∂Fi0, j

∂Ei0
k

(a∗) = lim
ε→0

θi0, j ◦ � ◦ θ−1(a∗ + ε Ei0
k )

ε
. (4.7)

Let us now write In = In1 ⊕ · · · ⊕ Inm . Let D
i0
k ∈ Mni0

(C) be the diagonal matrix
defined by

Di0
k = diag[ω1, ω2, . . . , ωk, 0, . . . , 0], k ∈ [1, . . . , ni0 ],

where ω j ’s are the roots of the equation xk + 1 = 0. Consider the matrix Dk =
⊕m

i=1 Wi , where Wi = 0 ∈ Mni (C), if i 
= i0 and Wi0 = Di0
k . Observe that (when ε is

sufficiently small)

θi (A + ε1/k Dk) :=
{

θi (A), if i 
= i0,

ε ei0k , otherwise.

Hence θ(A + ε1/k Dk) = a∗ + ε Ei0
k for all k ∈ [1, . . . , ni0 ]. Substituting this into

(4.7) we get

∂Fi0, j

∂Ei0
k

(a∗) = lim
ε→0

θi0, j ◦ �(A + ε1/k Dk)

ε
= lim

s→0

θi0, j ◦ �(A + s Dk)

sk
. (4.8)

Since �(A) = A and � ′(A) = I, for small enough s we can write

�(A + s Dk) = A + s Dk +
∑

j≥2

Bj s
j ,

where Bj ∈ Mn(C), j ≥ 2. This, in particular, implies that

||�(A + sDk) − (A + sDk)||op = s2 M(s),

where M(s) is a continuous function in a neighbourhood of 0. Now, when s is suffi-
ciently small both�(A+sDk) and (A+sDk) lie inV2 ⊂ P(A; δ) andV1 ⊂ P(A; δ),
respectively. Furthermore, the non-zero eigenvalues of A + sDk that lie in the disc
D(λi0; r) ≡ D(0; r) are sω1, . . . , sωk . Notice that the matrices A + sDk are all
diagonal matrices. So if we denote by μ

i0
j (s), j ∈ [1, . . . , ni0 ] the eigenvalues of

�(A + sDk) that lie in the disc D(0; r) then by Result 4.3, there exists ζ j (s) ∈ D,
j ∈ [1, . . . , ni0 ] such that

μ
i0
j (s) =

{
s ω j + ζ j (s) n s2M(s), if j ∈ [1, . . . , k],
ζ j (s) n s2 M(s), j ∈ [k + 1, . . . , ni0 ].

123



On a Spectral Version of Cartan’s Theorem Page 15 of 27 70

For a fixed j ≥ 1, let I j be the collection of all possible subsets of {1, 2, . . . , ni0} of
cardinality j and let

μI (s) = μi1(s)μi2(s) . . . μi j (s), where I = {i1, i2, . . . , i j } ∈ I j .

Then by definition

θi0, j ◦ �(A + sDk) =
∑

I∈I j

μI (s).

Now note that for j > k, μI (s) = s j+1hI (s), where hI (s) are continuous functions
in s for every I ∈ I j . However, for j = k, μI (s) = s j + s j+1hI (s) only if I =
{1, 2, . . . , j} and μI (s) = s j+1hI (s) otherwise. Thus we have

∂Fi0, j

∂Ei0
k

(a∗) = lim
s→0

θi0, j ◦ �(A + sDk)

sk
=
{
1 j = k

0 j > k

which establishes the claim and consecutively proves our proposition. �

4.3 Translation by a Scalar Matrix

The purpose of this subsection is to devise a translation trick which is another main
tool in computing the trace of the derivative of the map F� as in Lemma 4.2. For
this purpose, given λ ∈ C, define the translation Lλ : Mn(C) −→ Mn(C) by
Lλ(W ) := W − λI. Notice (Lλ)

−1 = L−λ. Furthermore, if � ⊆ C be any domain
then Lλ(Sn(�)) = Sn(�λ), where �λ = {z − λ : z ∈ �}. Note that if � satisfies the
cardinality condition #(C\�) ≥ 2n then so does�λ. Observe themap L−λ introduces
a map G−λ : �n(�λ) −→ �n(�) such that G−λ ◦ c = c ◦ L−λ, i.e. the following
diagram commutes (Fig. 3):

Sn(Ωλ) Sn(Ω)

Σn(Ωλ) Σn(Ω)

L−λ

c c

G−λ

Fig. 3 L−λ induces G−λ

In fact, G−λ

(
πn(z1, . . . , zn)

) = πn(z1 + λ, . . . , zn + λ), where πn : Cn −→ C
n is

the symmetrization map. Notice also that G−λ is a biholomorphism, its inverse Gλ is
defined by Gλ

(
πn(z1, . . . , zn)

) = πn(z1 − λ, . . . , zn − λ).
We now define V j, λ = Lλ(V j ), j = 1, 2, where V1,V2 are as in Lemma 4.2. Then

we have the following commutative diagram (Fig. 4):
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V1, λ V1 V2 V2, λ

θ(V1) θ(V2)

c(V1, λ) c(V1) c(V2) c(V2, λ)

L−λ

c

θ

Ψ

θ

Lλ

c

τ

FΨ

τ

G−λ GΨ Gλ

Fig. 4 Translation diagram 1.

Observe that V j, λ are neighbourhoods of Aλ := A − λI of the same type as V j ’s
are that of A. In other words, if we take B ∈ V j, λ then the spectrum of B is contained
in the union of disjoint discs D(λi − λ, r) that are centred at λi − λ with radius r ,
i ∈ [1, . . . ,m], where r > 0 is chosen as in the proof of Lemma 4.1. Moreover, the
number of eigenvalues of B, counted with multiplicity, that lie in the discD(λi −λ, r)
is ni , i ∈ [1, . . . ,m]. Proceeding exactly as in the proof of Lemmas 4.1 and 4.2, we see
that there are maps θλ, τλ and F−λ, Fλ such that the diagram in Fig. 5 is commutative.

V1, λ V1 V2 V2, λ

θλ(V1, λ) θ(V1) θ(V2) θλ(V2, λ)

c(V1, λ) c(V1) c(V2) c(V2, λ)

L−λ

θλ θ

Ψ

θ

Lλ

θλ

F−λ

τλ τ

FΨ

τ

Fλ

τλ

G−λ GΨ Gλ

Fig. 5 Translation diagram 2.

Define the maps �λ := Lλ ◦ � ◦ L−λ, F�λ := Fλ ◦ F� ◦ F−λ and G�λ :=
Gλ ◦ G� ◦ G−λ and set a∗

λ := θλ(Aλ). The following lemma is the translation trick
that we alluded to in the start of this subsection:

Lemma 4.5 LetBλ,i ,B0,i be two bases ofCni , i ∈ [1, . . . ,m] and consider the bases
Bλ,B0 of Cn that are defined by

[Bλ] = [Bλ,1] ⊕ · · · ⊕ [Bλ,m] and [B0] = [B0,1] ⊕ · · · ⊕ [B0,m].

Then the i th diagonal block of size ni×ni of thematrices [F ′
�λ

(a∗
λ)]Bλ

and [F ′
�(a∗)]B0

are similar for every i ∈ [1, . . . ,m].
Proof Since F�λ = Fλ ◦ F� ◦ F−λ on θλ(V1, λ), by chain rule, we get

[
F ′

�λ
(a∗

λ)
]

Bλ

=
[
F ′

λ(a
∗
λ)
]Bλ

B0
·
[
F ′

�(a∗)
]

B0
·
[
F ′−λ(a

∗
λ)
]B0

Bλ

. (4.9)
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As noted in the beginning of this section Gλ, G−λ are biholomorphisms and con-
sequently, so are Fλ, F−λ. Also, observe if we write Fλ = (Fλ, 1, . . . , Fλ,m) and
F−λ = (F−λ, 1, . . . , F−λ,m) then for every x = (x1, . . . , xm) and i ∈ [1, . . . ,m],
the values Fλ, i (x), F−λ, i (x) are independent of x j , j 
= i . It follows from these two
facts and from our choice of basesBλ,B0 that there exist invertible matrices Eλ, i of
order ni such that

[
F ′

λ(a
∗
λ)
]Bλ

B0
= Eλ, 1 ⊕ · · · ⊕ Eλ,m . (4.10)

Notice that since Fλ ◦ F−λ ≡ I on a small neighbourhood of a∗
λ , we have

[
F ′−λ(a

∗
λ)
]B0

Bλ

= E−1
λ, 1 ⊕ · · · ⊕ E−1

λ,m . (4.11)

The formula for multiplying block matrices together with (4.9), (4.10) and (4.11)
proves the result. �

5 The Proof of Theorem 1.2

This section is devoted to the proofs of Theorem 1.2 and Corollary 1.4. We use tools
and techniques developed in Sect. 4 to prove Theorem 1.2 when A is diagonalizable.
When A is non-derogatory, our proof of the theorem crucially depends on an explicit
construction of a right inverse of the map c passing through the point A—which is
independent of Sect. 4. But first we prove an important lemma.

Lemma 5.1 Consider � ⊂ C and n ∈ N, n ≥ 2, such that #(C \ �) ≥ 2n. Let
A ∈ Sn(�) and � ∈ O(Sn(�), Sn(�)) be such that �(A) = A and � ′(A) = I.
Let B ∈ Mn(C) be such that B = S A S−1 for some invertible matrix S ∈ Mn(C).
Consider � ∈ O(Sn(�), Mn(C)) defined by � = CS

−1 ◦ � ◦ CS, where CS(W ) =
S−1 W S for all W ∈ Mn(C). Then

(1) � ∈ O(Sn(�), Sn(�)) with �(B) = B and �′(B) = I.
(2) Let G� ∈ O(�n(�), �n(�)) be the map associated to the map � (see

Lemma 3.3). Then G� ≡ G� .

Proof The proof of Part (1) is straightforward. So let us prove Part (2). Choose a point
x ∈ �n(�) and fix it. LetW ∈ Sn(�) be such that c(W ) = x . Then using the identity
G� ◦ c = c ◦� we see that G�(x) = c(�(W )) = c(CS

−1 ◦� ◦CS(W )). Notice that
c ◦ CS

−1 = c and hence we have G�(x) = c(� ◦ CS(W )). Now, we use the identity
G� ◦ c = c ◦ �, to get c(� ◦ CS(W )) = G�(c(CS(W )). Since c ◦ CS = c, we have
G�(x) = G�(c(W )) = G�(x). As x is arbitrary, the conclusion follows. �

We are now ready for

The proof of Theorem 1.2 When A is diagonalizable Let A ∈ Sn(�) be a diagonal-
izable matrix and � ∈ O(Sn(�), Sn(�)) be such that �(A) = A and � ′(A) = I.

123



70 Page 18 of 27 S. Bera et al.

Because of Lemma 5.1, we can assume, without loss of generality, that A is a diag-
onal matrix with eigenvalues λi with algebraic multiplicity ni , i ∈ [1, . . . ,m]. We
shall now compute the trace of G ′

� at the point a = c(A). Invoking Lemma 4.2, it is
necessary and sufficient to compute the trace of F ′

� at a∗ := θ(A), where F� and θ

are as in Lemma 4.2.
Consider a basisB ofCn of the form [B] = [B1]⊕· · ·⊕[Bm], whereBi is a basis

of Cni . Furthermore, for Bi := {vij : i ∈ [1, . . . ,m], j ∈ [1, . . . , ni ]}, let us denote
by Vi

j ∈ ∏m
k=1 C

nk the vector defined by Vi
j := (

Vi
j, 1, . . . ,V

i
j, k, . . . ,V

i
j,m

) ∈
∏m

k=1 C
nk such that Vi

j, k = 0 when k 
= i and Vi
j, i = vij . If we represent F� =

(F1
�, . . . , Fm

� ), we can write Fi
� = ∑ni

j=1 F
i
�, jv

i
j . Notice that the matrix of the

derivative of F� at a∗ with respect to the basisB is

[
F ′

�(a∗)
]

B
= ⊕m

i=1

[
∂Fi

�, j

∂Vi
k

(a∗)
]

and

trace
[
F ′

�(a∗)
]

B
=

m∑

i=1

trace

[
∂Fi

�, j

∂Vi
k

(a∗)
]
.

Now, we prove the following claim:

Claim The trace of F ′
� at a∗ with respect to the basisB is n.

To see the claim, fix i ∈ [1, . . . ,m]. We now consider the map �λi and the associated
maps F�λi

and G�λi
that are obtained by replacing λ with λi in the definition of maps

�λ, G�λ, F�λ introduced just before Lemma 4.5. Notice that since A is a diagonal
matrix so is A − λi I. Moreover, σ(A − λi I) = {μ1, . . . , μm} where μ j = λ j − λi
for all j ∈ [1, . . . ,m]. In particular μi = 0. We now use Proposition 4.4 by taking
A − λi I as A, �λi as � and F�λi

as F� . Thus there exists a basis Di of Cni such
that with respect to the basis D of Cn defined by [D] = [D1] ⊕ · · · ⊕ [Dm], the i th
diagonal block of order ni of the matrix

[
F ′

�λi
(a∗

λi
)
]
D

has trace ni . By Lemma 4.5,

this latter block is similar to the i th diagonal block of
[
F ′

�(a∗)
]
B

and hence

trace

[
∂Fi

�, j

∂Vi
k

(a∗)
]

= ni .

Since the above is true for each i ∈ [1, . . . ,m], the claim follows.
As mentioned in the first paragraph, the claim implies that the trace of G ′

� at a
is equal to n. Notice, since #(C \ �) ≥ 2n, by Result 3.1 we know �n(�) is a
Kobayashi complete domain and hence it is taut. So part (a) of Result 2.2 implies
that each eigenvalue of G ′

�(a) lies in D. These two facts together imply that each
eigenvalue of G ′

�(a) is equal to 1. By Result 2.5, the sequence {Gk
�} converges in

O(�n(�), �n(�)) to a holomorphic retraction ρ : �n(�) −→ �n(�). Of course,
the holomorphic retract ρ(�n(�)), which is a closed submanifold of �n(�), is fixed
point-wise by the map G. Now, by Corollary 2.4, we know that the dimension of the
retract is equal to the number of eigenvalues of G ′

�(a) that belong to the boundary of
D. Since the latter is equal to n, it follows that ρ(�n(�)) = �n(�) whence it follows
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that G� is the identity map on �n(�). This establishes the conclusion of the theorem
when A is diagonalizable.
When A is non-derogatory Since the matrix A is non-derogatory, A is similar to the
companion matrix of its characteristic polynomial; see [11, p. 195]. Also, recall the
map κ : �n(�) −→ Sn(�), a right inverse of the map c, as in the proof of Lemma 3.3.
Using κ , if a = (a1, . . . , an) = c(A) then A is non-derogatory if and only if A is
similar to

κ(a) =

⎡

⎢⎢⎢
⎣

0 −ak
1 0 −ak−1

. . .
. . .

...

0 1 −a1

⎤

⎥⎥⎥
⎦

n×n

.

Owing to Lemma 5.1, we can assume that A = κ(a) = κ(c(A)). Recall that the
map G� associated with the map � is given by G� = c ◦ � ◦ κ (see the proof of
Lemma 3.3). Note that G�(a) = a and G ′

�(a) = c′(�(κ(a))) ◦ � ′(κ(a)) ◦ κ ′(a).
Since �(A) = A and � ′(A) = I, we get G ′

�(a) = c′(A) ◦ κ ′(a). The map κ is a
right inverse of c passing through A, thus c′(A) ◦ κ ′(a) = I whence it follows that
G ′

�(a) = I. We now invoke part (b) of Result 2.2 to conclude that G� is the identity
map on �n(�). �

We end this section with the proof of Corollary 1.4 but before that we state a result.

Result 5.2 (Baribeau–Ransford [4]) Let U be an open subset of Mn(C) and let � :
U −→ Mn(C) be a spectrum-preserving C1-diffeomorphism of U onto �(U). Then
�(W ) is conjugate to W for any W ∈ U .

Also, see [5, Théorème 2] for an analytic version of the above result. We now
present

The proof of Corollary 1.4 Notice, by Theorem 1.2, � is spectrum-preserving. Since
� ′(A) = I, by the inverse function theorem, there exists a neighbourhood N of A
such that � : N −→ �(N ) is a biholomorphism. Now, the corollary follows from
Result 5.2. �

6 Computation of the Rank of c′(A)

In this section, we shall present the proof of Proposition 1.7. As we shall see, a key
tool in our proof is the local decomposition of the map c as described in Lemma 4.1.
In what follows, given integers j < k, [ j, . . . , k]2 denotes the cartesian product of
[ j, . . . , k] with itself. We begin with the case when the matrix A is a nilpotent matrix.

Lemma 6.1 Given p ∈ N, p ≥ 2, let A ∈ Mp(C) be a nilpotent matrix. Then the
rank of c′(A) is equal to the degree of the minimal polynomial of A.
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Proof Note that for any S ∈ Mp(C) that is invertible, we have c′(A)H =
c′(S−1AS)(S−1HS). It follows from this that the rank of c′ is similarity invariant.
Hence we shall assume A to be in a Jordan canonical form. More precisely, we write

A = J1(0) ⊕ · · · ⊕ Jm(0),

where for each i ∈ [1, . . . ,m], Ji (0) is a Jordan block of size ri with eigenvalue 0
such that r1 ≤ r2 ≤ · · · ≤ rm . Observe the degree of the minimal polynomial of A is
rm . For each pair of indices ( j, k) ∈ [1, . . . , p]2, let us denote by E j, k ∈ Mp(C) the
matrix whose ( j, k)th entry is 1 and every other entry is 0.
Claim Fix a ( j, k) such that ( j, k) /∈ [ri + 1, . . . , ri + ri+1]2 for every i ∈
[0, . . . ,m − 1], and where r0 := 0. Then c(A + ε E j, k) = c(A).
To see the claim, first consider the case when A consists of only two Jordan blocks,
i.e. m = 2. In this case, if we change the matrix A to A + ε E j, k with ( j, k) as in
the claim then the Jordan blocks are unaffected and only one of the cross-diagonal
blocks of A—which are 0 blocks—gets changed. The claim now easily follows from
the following formula for the determinant of a block matrix:

det

[
A B
0 D

]
= det(A) det(D) = det

[
A 0
C D

]
.

The general case now follows from the principle of mathematical induction on the
number of blocks, together with the formulas above. The upshot of the above claim
is that for each ( j, k) /∈ [ri + 1, . . . , ri + ri+1]2 for every i ∈ [0, . . . ,m − 1], the
matrices E j, k belong to the kernel of c′(A).

Now, let ( j, k) ∈ [rk0 + 1, . . . , rk0 + rk0+1]2 for some fixed k0 ∈ [0, . . . ,m − 1].
Then the perturbed matrix A+εE j,k is such that the only block of A that gets changed
is the (k0 + 1)th Jordan block of size rk0+1. Now, by the very definition of c, we have

det
(
tI − (A + ε E j, k)

) = t p +
p∑

ν=1

(−1)νcν(A + ε E j, k) t
p−ν .

On the other hand, we have

det
(
t I − (A + ε E j, k)

) = t (p−rk0+1) det
(
t I − Jk0+1(ε)

)
,

where Jk0+1(ε) is obtained from Jk0+1(0) by adding ε to its ( j, k)th entry and keeping
every other entry fixed. Observe that det

(
t I − Jk0+1(ε)

)
is a monic polynomial of

degree rk0+1. Hence the coefficient of the term t p−ν in det
(
t I− (A+ ε E j, k)

)
, when

ν > rk0+1, are all 0. This implies that c(A + ε E j,k) is a point in C
p, whose νth

coordinate is zero for every ν > rk0+1. Therefore, for each k0 ∈ [0, . . . ,m − 1], and
for each ( j, k) ∈ [rk0 + 1, . . . , rk0 + rk0+1]2, c(A + ε E j,k) is a point in C

p, all of
whose νth coordinates are zero when ν > rm . This shows that rank(c′(A)) ≤ rm .
Next, we shall prove the converse of this inequality.

Consider the matrix B := ⊕m
i=1Bi , where each Bi is a companion matrix similar to

Ji (0). Then B is similar to A.NowconsiderH ∈ Mp(C) andwriteH = [H1, . . . , Hp],
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where Hi ’s are columns of H .We choose H in such away that Hi ’s are all zero columns
when i 
= p and writing Hp = (h p, . . . , h1)T , we have h j = 0 when j > rm . Then
we have

det
(
t I − (B + H)

) = t p−rm det
(
t I − B̃m

)
,

where B̃m is a companion matrix of order rm whose last column is the vector
(hrm , . . . , h1)T . Hence we have det

(
t I − B̃m

) = trm + ∑rm
j=1(−h j ) trm− j . This,

together with the above equation, implies

det
(
t I − (B + H)

) = t p +
rm∑

j=1

(−h j ) t
p− j

whence c(B + H) = (h1, . . . , (−1)rm−1hrm , 0, . . . , 0). Now, since c(B) = 0 ∈ C
p,

the subspace of Cp, {z ∈ C
p : z = (z1, . . . , z p) : z j = 0, j > rm} is contained in

the range space of c′(B). Hence rank(c′(B)) = rank(c′(A)) ≥ rm . �
The next lemma says that the rank of c′ is invariant under translation by a scalar

matrix.

Lemma 6.2 Let A ∈ Mn(C) be given and let λ ∈ C be a fixed complex number. Then
the rank of c′(A) is equal to the rank of c′(Aλ), where Aλ = A − λ I.

Proof Choose a bounded domain � that contains σ(A) and fix it. Recall that �λ :=
{z − λ : z ∈ �}. Then Lλ(Sn(�)) = Sn(�λ), where Lλ(W ) = W − λ I for all
W ∈ Mn(C). Consider L−λ ∈ O(Sn(�λ), Sn(�)), the inverse of Lλ, which is a
biholomorphism that maps Aλ to A. As noted earlier, (see Fig. 3 in Sect. 4.3) there
exists a holomorphic map G−λ : �n(�λ) −→ �n(�) such that

G−λ ◦ c = c ◦ L−λ.

In fact, G−λ

(
πn(z1, . . . , zn)

) = πn(z1 + λ, . . . , zn + λ), where πn : C
n −→ C

n

is the symmetrization map. In particular, G−λ is a biholomorphism. Now taking the
derivatives of both sides in the above equation at Aλ we get

G ′−λ(c(Aλ)) ◦ c′(Aλ) = c′(A) ◦ L ′−λ(Aλ).

Notice that L ′−λ(Aλ) = I and henceG ′−λ(c(Aλ))◦c′(Aλ) = c′(A). SinceG ′−λ(c(Aλ))

is an invertible linear transformation, it follows that rank(c′(Aλ)) = rank(c′(A)). �
We are now ready for

The proof of Proposition 1.7 We shall work in the setting of Lemma 4.1. Denote by
λi , i ∈ [1, . . . ,m] the eigenvalues of A having algebraic multiplicity ni . Then
Lemma 4.1 says that there is a polydisc P(A; δ) such that c decomposes as c = τ ◦θ ,
where θ : P(A; δ) −→ ∏m

i=1 �ni (�) is a holomorphic open map defined by (4.2)
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and τ : ∏m
i=1 �ni (�) −→ �n(�) is as defined by (4.1). Moreover, τ is a biholo-

morphism from θ(P(A; δ)) onto c(P(A; δ)). Hence to compute the rank of c′(A)

it is sufficient to compute the rank of θ ′(A). Let us write θ = (θ1, . . . , θm), where
θi : P(A; δ) −→ �ni (�) is a holomorphic map. Observe that, at the tangent space
level, we have

θ ′(A) : TA
(
P(A; δ)

) ≡ C
n2 −→ Tθ(A)

( m∏

i=1

�ni (�)
)

≡ C
n1 ⊕ C

n2 ⊕ · · · ⊕ C
nm and

θ ′
i (A) : TA

(
P(A; δ)

) ≡ C
n2 −→ Tθi (A)

(
�ni (�)

) ≡ C
ni for every i ∈ [1, . . . ,m].

As before, we assume A to be in Jordan canonical form and write

A = A1 ⊕ · · · ⊕ Am, where each Ai = ⊕pi
j=1 Jri, j (λi ).

Here, Jri, j (λi ) is a Jordan block of size ri, j with eigenvalue λi such that ri, 1 ≤ · · · ≤
ri, pi .

Claim rank (θ ′(A)) =∑m
i=1 rank (θ ′

i (A)).
Let us begin with defining certain subspaces of Mn(C). Recall that Ei, j ∈ Mn(C) is
the matrix whose (i, j)th entry is 1 and every other entry is 0. Now consider

S0 := span
{
Ei, j : changing A to A + Ei, j does not change any of the blocks Ai for any i

}

Sk := span
{
Ei, j : changing A to A + Ei, j only results in a change in the block Ak

}

for every k ∈ [1, . . . ,m]. Note that Sl ⊥ Sk whenever 0 ≤ l 
= k ≤ m and S0 ⊕S1 ⊕
· · · ⊕ Sm = Mn(C) = TA

(
P(A; δ)

)
.

Subclaim For every i ∈ [1, . . . ,m], θ ′
i (A)(Si⊥) = 0, i.e. θ ′

i (A)(H) = 0 for all
H ∈ Si⊥, which is equivalent to

lim
ε→0

θi (A + ε H) − θi (A)

ε
= 0 ∀H ∈ Si⊥.

To prove the subclaim, we begin with noticing that

Si⊥ = S0 ⊕ S1 ⊕ · · · ⊕ Si−1 ⊕ Si+1 ⊕ · · · ⊕ Sm .

If H ∈ S0, following the same idea as in the proof of Lemma 6.1, we see that
θ(A + ε H) = θ(A) for every ε > 0 that is sufficiently small. This, in particular,
implies θi (A + ε H) = θi (A) for every H ∈ S0. Hence θ ′

i (A)(H) = 0 for all
H ∈ S0.

Now, let H ∈ Sk , k ∈ [1, . . . ,m], k 
= i . For sufficiently small ε > 0, A + ε H ∈
P(A; δ). Further only the kth diagonal block of A is perturbed when we change A
to A + ε H . This implies the value of θi under such perturbation is unaffected, i.e.
θi (A+ ε H) = θi (A) for all H ∈ Sk , k ∈ [1, . . . ,m], k 
= i . Hence Sk ⊂ Ker(θ ′

i (A))
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for every k ∈ [0, . . . ,m], k 
= i . Since Ker(θ ′
i (A)) is a subspace of Mn(C), it follows

that Si⊥ ⊂ Ker(θ ′
i (A)) for every i ∈ [1, . . . ,m]. Hence

[
θ ′
i (A)

]
ni×n2 = ([0]ni×n0 [0]ni×n12 . . . [θ ′

i (A)|Si ]ni×ni 2 . . . [0]ni×nm2
)

Here n0 is the dimension of the subspace V0. So from the form of the matrix

[
θ ′(A)

]
n×n2 =

⎛

⎜
⎜⎜
⎝

[θ ′
1(A)]

[θ ′
2(A)]
...

[θ ′
m(A)]

⎞

⎟
⎟⎟
⎠

,

we see that the non-zero block of matrices
[
θ ′
i (A)

]
ni×n2 shifts rightward when

i increases from 1 to m. This, in particular, implies that the rank of the matrix[
θ ′(A)

]
n×n2 is equal to the sum of the rank of the matrices [θ ′

i (A)|Si ]ni×ni 2 whence
our claim follows.

Now fix an i ∈ [1, . . . ,m], we shall now show that rank(θ ′
i (A)) = ri, pi . Because

of Lemma 6.2, we can assume without loss of generality that λi = 0. Moreover, from
the above discussion, it is clear that

θ ′
i (A)(Mn(C)) = θ ′

i (Si ⊕ Si⊥) = θ ′
i (Si ).

Notice that if we take a matrix H ∈ Si and decompose it in blocks correspond-
ing to the blocks of A as above then the only non-zero block is the i th diagonal
block of size ni . With this observation in hand, proceeding exactly as in the proof
of Lemma 6.1, we see that the rank of θ ′

i (A) = ri, pi . Since the choice of i was
arbitrary, using the claim above, we get that the rank of θ ′(A) = ∑m

i=1 ri, pi =
degree of the minimal polynomial of A. �

See [15] for a simple proof of Proposition 1.7 when A is a non-derogatory matrix.

7 The Proof of Theorem 1.8 and the Case of 3 × 3Matrices

We present the proof of Theorem 1.8 in this section. As mentioned in the introduction,
a key result in the proof of this theorem is Proposition 1.7. The other tool is a result
due to Vigué stated in Sect. 2.

The proof of Theorem 1.8 We consider the map G� associated to the map � as in
Lemma 3.3. The map G� satisfies G� ◦ c = c ◦ �. Since �(A) = A, we see that
G�(c(A)) = c(A). Write a = c(A). Then, by Result 2.6, the fixed-point set of the
map G� denoted by Fix(G�) is a closed complex submanifold such that

Ta(Fix(G�)) = { ξ ∈ Ta(�
n(�)) : G ′

�(a) ξ = ξ }.

Differentiating both sides of G� ◦ c = c ◦ � at A gives G ′
�(a) ◦ c′(A) = c′(�(A)) ◦

� ′(A). Substituting �(A) = A and � ′(A) = I, we get G ′
�(a) ◦ c′(A) = c′(A).
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In particular, every ξ ∈ Ta(�n(�)) that belongs to the range space of c′(A) is in
Ta(Fix(G�)). Hence

dimC[Ta(Fix(G�))] ≥ rank(c′(A)).

By Proposition 1.7, the rank of c′(A) is equal to the degree of the minimal polynomial
of A. This implies that the dimension of the fixed-point set Fix(G�) is greater than or
equal to the degree of the minimal polynomial of A. Clearly, if W ∈ Sn(�) be such
that c(W ) ∈ Fix(G�) then c(W ) = c(�(W )). Taking S = Fix(G�), Theorem 1.8
follows. �

The CaseWhen A is a 3 × 3Matrix

Let� ⊂ C be a domain such that #(C\�) ≥ 6. Consider� ∈ O(S3(�), S3(�)
)
such

that �(A) = A and � ′(A) = I. To analyse this case completely, we present a lemma.
For this, let �, A, � be as in the statement of Theorem 1.2. Choose a λ ∈ C and
consider �λ = {z − λ : z ∈ �} as defined before. Note, if � satisfies the cardinality
condition then so does �λ. Now recall �λ ∈ O(Sn(�λ), Sn(�λ)) defined by

�λ = Lλ ◦ � ◦ L−λ,

where Lλ(W ) := W − λI and L−λ is the inverse of Lλ. Note, �λ(Aλ) = Aλ and
� ′(Aλ) = I, where Aλ := A − λI.

Lemma 7.1 Let G�λ ∈ O(�n(�λ), �n(�λ)
)
be the map associated to the map �λ

as given by Lemma 3.3. Then G�λ is the identity map on �n(�λ) if and only if G� is
the identity map on �n(�).

Proof It is easy to see that G�λ = Gλ ◦ G� ◦ G−λ, where G−λ

(
πn(z1, . . . , zn)

) =
πn(z1 + λ, . . . , zn + λ), where πn : C

n −→ C
n is the symmetrization map.

As noted before, G−λ is a biholomorphism with the inverse Gλ defined by
Gλ

(
πn(z1, . . . , zn)

) = πn(z1 − λ, . . . , zn − λ). Thus the lemma follows. �
We now analyse the case of order 3 matrices. First, using Lemma 5.1, we shall

assume A to be in the Jordan canonical form. Also, applying Lemma 7.1, without loss
of generality, we can assume that 0 ∈ σ(A). Moreover, if we let

nA(λ) := the number of Jordan blocks corresponding to the eigenvalue λ

then we can assume that nA(0) ≥ nA(λ), where λ ∈ σ(A) and λ 
= 0. Notice that
in the case when 1 = nA(0) ≥ nA(λ), A is non-derogatory and we know that �

is spectrum-preserving by Theorem 1.2. In the case when nA(0) = n, A is the zero
matrix and in this case too we are done by Theorem 1.2. In the case n = 3, we are only
left to the case nA(0) = 2. Let r1, r2 be the sizes of these two blocks with r1 ≤ r2.
The only choices that we are left with are following:
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(a) The case r1 = r2 = 1. Then

A =
⎛

⎝
0 0 0
0 0 0
0 0 λ

⎞

⎠ and λ 
= 0.

Since A is diagonal, it follows from Theorem 1.2 that � is spectrum-preserving.
(b) The case r1 = 1, r2 = 2. Then

A =
⎛

⎝
0 0 0
0 0 1
0 0 0

⎞

⎠ .

Notice that A is a nilpotentmatrix of order 2. The degree of theminimal polynomial
for A is 2. In this case, by Theorem 1.8, we get that G� is the identity map on a
closed complex submanifold of �n(�) of complex dimension at least 2. We are
not able to obtain any further information about G� in this case.

Appendix: c is an OpenMap

In this section, we prove that the map c that appears in the article is an open map. This
is Proposition 7.3 below. Not only this could be of independent interest to the reader
but also in Sect. 4.1, we refer to the proof of this proposition to conclude that the map
θ is an open map. Before we present our proof, we need the following result.

Result 7.2 Let p1, p2 be two polynomials of degree n of the form

p1(t) = an + an−1t + · · · + a1t
n−1 + tn,

p2(t) = bn + bn−1t + · · · + b1t
n−1 + tn .

Let T := max
{
1, |a1|, |b1|, |a2|1/2, |b2|1/2, . . . , |an|1/n, |bn|1/n

}
. Ifα j , j ∈ [1, . . . , n]

are the roots of p1 then there is an ordering of the roots of p2, β1, β2, . . . , βn, such
that

|β j − α j | ≤ 4 n T (||a − b||2) 1
n ,

where ||a − b||2 := (∑n
j=1 |a j − b j |2

)1/2
.

The above result is due to A.M.Ostrowski; see, for instance [6]. Now, we prove

Proposition 7.3 The map c : Mn(C) −→ C
n defined by c(B) := b = (b1, . . . , bn),

where b is such that the polynomial tn + ∑n
k=1(−1)k bk tn−k is the characteristic

polynomial of B, is an open map.
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Proof Let U ⊆ Mn(C) be a non-empty open set. Consider c(U) and let x ∈ c(U) be a
fixed point. We shall show that there exists an ε > 0 such that B(x, ε) := {y ∈ C

n :
||x − y||2 < ε} ⊂ c(U). Choose X ∈ U such that c(X) = x and write

X = S
(
diag(λ1, . . . , λn) +U

)
S−1, (7.1)

where λi ’s are eigenvalues of X , S ∈ Mn(C) is an invertible matrix andU is a strictly
upper triangular matrix.

Fix an r ∈ (0, 1) and consider B(x, r). Then for any y ∈ B(x, r), by
Result 7.2, there exist complex numbersμ1, . . . , μn—that are roots of the polynomial
tn +∑n

k=1 (−1)k yk tn−k—such that

|λ j − μ j | ≤ 4 n T r1/n,

where T = max
{
1, |y1|, |x1|, |y2|1/2, |x2|1/2, . . . , |yn|1/n, |xn|1/n

}
and x j , y j , j ∈

[1, . . . ,m], are the coordinates of x and y, respectively. Since |y j − x j | ≤ r < 1, we
have |y j | ≤ |x j | + 1 for every j ∈ [1, . . . ,m]. This shows that the constant T could
be chosen in a way so that it only depends on x and n.

Now consider Y := S
(
diag(μ1, . . . , μn)+U

)
S−1, where S andU are as in (7.1).

Then Y − X = S
(
diag(μ1 − λ1, . . . , μn − λn)

)
S−1. Hence

||Y − X ||op ≤ ||S||op ||S−1||op max{|μ j − λ j | : j ∈ [1, . . . , n]}
≤ ||S||op ||S−1||op 4 n T r1/n .

Since X ∈ U and U is an open set, there exists a δ > 0 such that the set {W ∈ Mn(C) :
||W −X ||op < δ} ⊂ U . Now, we choose an r such that ||S||op ||S−1||op 4 n T r1/n < δ.
Then Y ∈ {W ∈ Mn(C) : ||W − X ||op < δ} ⊂ U . Note, c(Y ) = y ∈ B(x, ε), where
ε = r . This proves that for any arbitrary x ∈ c(U), there exists an ε > 0—depending
only on x and n—such that B(x, ε) ⊂ c(U). Hence c(U) is an open set. �
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