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A NUMERICAL CRITERION FOR GENERALISED
MONGE-AMPÈRE EQUATIONS ON PROJECTIVE

MANIFOLDS

Ved V. Datar and Vamsi Pritham Pingali

Abstract. We prove that generalised Monge-Ampère equations (a family of equa-
tions which includes the inverse Hessian equations like the J-equation, as well as the
Monge-Ampère equation) on projective manifolds have smooth solutions if certain
intersection numbers are positive. As corollaries of our work, we improve a result of
Chen (albeit in the projective case) on the existence of solutions to the J-equation,
and prove a conjecture of Székelyhidi in the projective case on the solvability of cer-
tain inverse Hessian equations. The key new ingredient in improving Chen’s result
is a degenerate concentration of mass result. We also prove an equivariant version of
our results, albeit under the assumption of uniform positivity. In particular, we can
recover existing results on manifolds with large symmetry such as projective toric
manifolds.

1 Introduction

The Monge-Ampère equation and related PDE such as the J-equation [DON99,
CHEN00, SW08, WEI06, WEI04, CS17, LS15, FLM11, FLSW14, XIA16, XIAO16,
DK19, YAO15, HJ17, SW] and the deformed Hermitian Yang-Mills (dHYM) equa-
tion [JY17, CJY20, CXY18, JAC, YAM18, PIN19, HJ21, HY, PIN19, CHEN21,
SS19, HJ, TAK20, TAK21, CLT, KY20] play an important role in Kähler geometry.
Very often, their solvability hinges on the existence of a subsolution (which, in a
sense, functions as a “barrier”). Unlike the Monge-Ampère equation, which can be
solved in every Kähler class [YAU78], other equations have complicated necessary
conditions that are almost as hard to verify as solving the equations themselves. To
remedy this problem, numerical criteria akin to the Nakai-Moizeshon criterion for
projective manifolds (and the Demailly-Paun [DP01] criterion in the Kähler case)
have been conjectured [SZE18, CJY20] to be sufficient for the existence of smooth
solutions. Results supporting such conjectures had been proven earlier under some
symmetry assumptions (i.e., the toric case) [CS17, PIN19], but recently, building on
the work of Demailly and Paun [DP01], Chen [CHEN21] proved far more general
results in the case of the J-equation and the dHYM equation. The aim of this paper
is to prove similar results on projective manifolds for generalised Monge-Ampère
equations [PIN14] - a family of PDE which includes the Monge-Ampère equations,
the inverse Hessian equations, and special cases of the dHYM equations.
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768 V. V. DATAR, V. P. PINGALI GAFA

The setting is as follows. Let (M, χ) be a projective Kähler manifold and let [Ω0]
be a Kähler class on M . Let ck ≥ 0, 1 ≤ k ≤ n − 1 be constants and f be a smooth
function such that either

n−1∑

k=1

ck = 0, f > 0,

or
n−1∑

k=1

ck > 0,

∫

M
fχn ≥ 0.

Assume that the following condition is met.
∫

M
[Ω0]n =

n−1∑

k=1

∫

M
ck[χ]n−k[Ω0]k +

∫

M
fχn. (1.1)

Here, and in what follows, we will suppress the wedge product to condense notation.
That is, if α and β are two forms or cohomology classes, then we denote α ∧ β by
αβ. Furthermore, we assume that

f >fm =− min

⎛

⎜⎜⎝
1

16n

(
ζcζ

2n

) ζ

n−ζ cζ(n − ζ)
2n

,
ζc2

ζ

4n
,
c

n

n−ζ

ζ

4n
,

∫

M
[Ω0]n

4
∫
M [χ]n

,
K

2n

(
cζ

2
(
n
ζ

)
) n

n−ζ

⎞

⎟⎟⎠,

(1.2)

where 1 ≤ ζ ≤ n − 1 is the largest integer such that cζ �= 0, and 1 > K > 0 is
any constant less than the smallest eigenvalue of the matrix

∑
|I|=ζ EI where I is

a multi-index and (EI)ij = 1 if i, j /∈ I and 0 otherwise. Our main result is the
following.

Theorem 1.1. Let M be a projective connected n-dimensional manifold. Let χ
be a fixed Kähler metric, and [Ω0] be a Kähler class. Furthermore, let f : M → R

be a smooth function and {ck}n−1
k=1 constants satisfying the conditions above. Then

the following conditions are equivalent.

(1) The generalised Monge-Ampère equation

Ωn =
n−1∑

k=1

ckχ
n−kΩk + fχn, (1.3)

has a unique smooth solution Ω ∈ [Ω0] satisfying the cone condition

nΩn−1 −
n−1∑

k=1

ckkχn−kΩk−1 > 0
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(2) (Cone condition) There exists a Kähler metric Ω ∈ [Ω0] satisfying the cone
condition, i.e.,

nΩn−1 −
n−1∑

k=1

ckkχn−kΩk−1 > 0.

(3) (Numerical condition) For all subvarieties V ⊂ M of co-dimension p, we have

∫

V

((
n

p

)
[Ω0]n−p −

n−1∑

k=p

ck

(
k

p

)
[χn−k] · [Ωk−p

0 ]
)

> 0.

Note that even for the J-equation, this is an improvement of Gao Chen’s result
[CHEN21, Theorem 1.1], at least for projective manifolds. Theorem 1.1 immediately
implies Conjecture 23 of Székelyhidi [SZE18] (which itself generalises a conjecture of
Lejmi-Székelyhidi [LS15]) for the inverse Hessian equations in the projective case.

Corollary 1.2. Let [Ω0] be a Kähler class and χ be a Kähler form on a projective

manifold M . Define the constant c :=

∫
M [Ω0]n∫

M [Ω0]n−k[χ]k
. The inverse Hessian equation

Ωn = cΩn−k ∧ χk

has a solution if and only if for every subvariety V of codimension n−k ≤ p ≤ n−1,
the following inequality holds.

∫

V

(
n

p

)
[Ω0]n−p −

∫

V
c

(
k

p

)
[χ]k[Ω0]n−p−k > 0.

To prove Theorem 1.1, it is first necessary to obtain a version of the theorem
assuming uniform positivity of intersection numbers. Namely, we first prove the
following, which is an exact extension of [CHEN21, Theorem 1.1] to more general
inverse Hessian equations on projective manifolds. In fact, we can prove an equiv-
ariant version.

Theorem 1.3. Assume that a connected compact Lie group G acts on M by
biholomorphisms such that M is strongly G-compatible, and G preserves χ and f .
The following conditions are equivalent.

(1) The generalised Monge-Ampère equation

Ωn =
n−1∑

k=1

ckχ
n−kΩk + fχn, (1.4)

has a unique smooth G-invariant solution Ω ∈ [Ω0] satisfying the cone condi-
tion

nΩn−1 −
n−1∑

k=1

ckkχn−kΩk−1 > 0.
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(2) (Cone condition) There exists a G-invariant Kähler metric Ω ∈ [Ω0] satisfying
the cone condition, i.e.,

nΩn−1 −
n−1∑

k=1

ckkχn−kΩk−1 > 0.

(3) (Uniform numerical condition) There exists a constant ε > 0 such that for all
G-invariant subvarieties V ⊂ M of co-dimension p, we have

∫

V

((
n

p

)
[Ω0]n−p −

n−1∑

k=p

ck

(
k

p

)
[χn−k] · [Ωk−p

0 ]
)

≥ ε

(
n

p

)∫

V
[Ω0]n−p.

Before proceeding, we explain the G-compatibility. We say that M is G-compatible
if every G-invariant closed analytic subset contains an ample G-invariant divisor.
Furthermore, suppose Z is a G-invariant closed analytic subset. Consider a canoni-
cal resolution of singularities (which always exists by the results of [KOL07, BM99]
that improve on the foundational work of Hironaka on a possibly non-canonical res-
olution [HIR64, HIRO64]) Z0 = Z ← Z1 ← · · · ← Zr obtained by blowing up M
successively (to get Mi) at G-invariant (with respect to the lifted G-action on Mi)
smooth centres Ci ⊂ Zi and taking the proper transform. If for any Z and any such
canonical resolution, Mi is G-compatible for all i, then M is defined to be strongly
G-compatible. Note that in this paper, “G-invariant divisor” simply means that the
union of the irreducible subvarieties of the divisor is a G-invariant set. (That is, the
multiplicities are not considered in this terminology.)

Remark 1.1. A projective toric manifold M is strongly (S1)n-compatible. Indeed,
there is an ample toric line bundle L over M that restricts to an ample toric line
bundle over every toric subvariety Z. Hence, for large k, taking the zero locus of a
section of Lk that generates an invariant subspace (for the lifted action of (S1)n),
we get an ample invariant divisor. Blowing up a projective toric variety at a smooth
toric subvariety gives a toric variety with a toric ample line bundle Lk ⊗ [−E] for
sufficiently large k. The same argument as above shows that smooth projective
T -varieties, i.e., projective manifolds with an effective G = (S1)k action (where
0 ≤ k ≤ n), are also strongly G-compatible.

Remark 1.2. If ck = 0 ∀ k and f > 0 everywhere, then the equation (1.4) reduces to
the usual Monge-Ampere equation, and hence Theorem 1.3 follows from the proof of
Calabi conjecture by [YAU78], and the numerical characterization of the Kähler cone
by Demailly and Paun [DP01]. The statement 1 ⇔ 2 is known in the case f ≥ 0 in
much greater generality. (However, very few cases where f is allowed to be negative
appear to be studied [CHEN21, ZHE15, PIN19].) The case of the J-equation was
studied originally in [CHEN00, SW08, WEI06]. Other inverse Hessian-type equations
were first studied in [FLM11].

We recover many other existing results when they are specialised to the projective
case. If G is taken to be trivial, ck = 0 for k = 1, 2 · · · , n − 2, and cn−1 > 0, then
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this result reduces to the main theorem in [CHEN21]. If G = (S1)n, we recover
the main theorem in [CS17]. Note that in the toric case, G-equivariant positivity
of the numerical condition and its uniform version are equivalent. More generally,
by Remark 1.1, our theorem also applies to T -varieties. For certain values of the
coefficients and phase angles, as explained in [PIN19], the dHYM equation is a
generalised Monge-Ampère equation with non-negative coefficients. Hence, for such
phase angles we recover the results of [CHEN21] when G is trivial and those of
[PIN19] when G = (S1)n. As far as we know, our results on generalised Monge-
Ampère equations on projective manifolds are new in the case of G = (S1)k (where
1 ≤ k ≤ n − 1).

Remark 1.3. (A comparison with Chen’s work [CHEN21]) The argument of Chen
in [CHEN21] relies on the “diagonal trick” of Demailly and Paun. This involves
solving a certain J-equation on the product M × M and obtaining currents that
concentrate along the diagonal Δ ⊂ M ×M . Though our strategy of proof is inspired
from [CHEN21], replicating the diagonal trick in the setting of more general inverse
Hessian equations poses significant additional technical challenges. In particular, it is
not clear what equation must one solve on M ×M . The extension of our theorem to
all Kähler manifolds is a work in progress. In this paper, we instead take a different
route and use divisors as barriers, and rely on the existence of many sub-varieties on
projective manifolds. More crucially we are able to improve Chen’s result, even in the
case of the J equation (albeit only on projective manifolds), in that we assume only
positivity of the intersection numbers, as opposed to uniform positivity in [CHEN21,
Theorem 1.1]. This is one of the main contributions of the present work.

Remark 1.4 (A comparison to the recent preprint of Jian Song [SON]). In [SON],
Jian Song proved a version of Theorem 1.1 for the J-equation on Kähler manifolds
using a method that parallel’s Gao Chen’s method in [CHEN21]. Our attempts at
relaxing the uniform numerical criteria in Theorem 1.3 grew, in part, out of some
discussions with him. Note that the key ingredient in both our work and Song’s
work is a degenerate mass concentration result (compare Proposition 5.2 to [SON,
Theorem 5.1]). It would be interesting to remove the projectivity assumption in
Theorems 1.3 and 1.1, but as remarked above, there are new technical difficulties
that need to be overcome.

Remark 1.5. Using a reformulation of the dHYM equation as a generalised Monge-
Ampère equation, Theorem 1.1 implies that in the three-dimensional case, when
tan(θ̂) ≥ 0, positivity of some intersection numbers is equivalent to existence of a
solution. The result in [CHEN21] proved such an assertion only under the uniform
positivity assumption. Recently, [CLT] proved the the most general result in this
direction.

Remark 1.6. Combining Theorem 1.1 above with Theorem 5 and Remark 1 in
[DYR20], it follows that the optimal lower bound for the J-functional is attained by
some sub-variety. We refer the interested reader to [DYR20] for more details.
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We end this section with outlines of the proofs of Theorem 1.3 and Theorem 1.1.
As mentioned earlier, the proof of Theorem 1.1 relies on the weaker Theorem 1.3.

Outline of the proof of Theorem 1.3. We only need to focus on the implication
3 ⇒ 1 because the others are somewhat standard. In fact since (1) ⇐⇒ (2) by
Theorem 2.1, we actually prove that (3) =⇒ (2). That is, given the numerical
condition, we produce a G-invariant Ω ∈ [Ω0] satisfying the cone condition. Just
as in [DP01, CHEN21], we proceed by means of a continuity method. For t ≥ 0,
consider the equation

Ωn
t =

n−1∑

k=1

ckχ
n−kΩk

t + fχn + atχ
n, (1.5)

where Ωt ∈ (1 + t)[Ω0]. Note that at
t→0+−−−→ 0, and hence we want to solve the above

equation at t = 0. For t >> 1, Ω̂t = (1 + t)Ω0 satisfies the cone condition

nΩ̂n−1
t −

n−1∑

k=1

ckkχn−kΩ̂k−1
t > 0.

Moreover, for all t ≥ 0, the assumptions on fm are met. By Theorem 2.1, there exists
a solution to (4.11) for t >> 1. In particular, if we let

I = {t ∈ [0, ∞)|(1.5) has a solution},

then I is non-empty. The infinite-dimensional implicit function theorem implies that
I is open. We need to show that the set is closed. By the nature of the cone condition,
if t ∈ I, then t′ ∈ I for all t′ > t. So let t0 = inf I. It is enough to prove that t0 ∈ I.
Replacing Ω0 by (1 + t0)Ω0, without loss of generality, we may assume that t0 = 0
i.e. we have a solution to (4.11) for all t > 0.

• Step-1. Let Y be a G-invariant ample divisor (which exists by hypothesis).
By Theorem 3.1, there is a closed, non-negative current Θ ∈ [Ω0] such that
Θ ≥ 2β[Y ] for some β << 1, and Θ − β[Y ] satisfies the cone condition (not
necessarily with strict positivity though) outside Y in the sense of Chen.

• Step-2. For any c > 0, the Lelong sub-level set Ec = {x | ν(Θ − β[Y ], x) ≥ c}
is a closed analytic subset that is G-invariant if Θ and Y are G-invariant. Let
Z = Ec ∪ Y , and let Z ⊂ V ⊂⊂ U . In a neighbourhood U of Z, we construct a
metric ΩU = Ω0 +

√−1∂∂̄ψU satisfying the cone condition using the induction
hypothesis and the existence of G-equivariant resolutions of singularities (which
follows from functoriality in [BM99, KOL07]) (cf. Lemma 4.4).

• Step-3. Let χY ∈ [Y ] be a Kähler metric. Outside a neighbourhood (of pre-
determined size) U of the G-invariant ample divisor Y , we regularise T =
Θ−β[Y ] +βχY to obtain a metric in [Ω0] satisfying the cone condition on U c.
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• Step-4. Using Proposition 4.1 we glue the metrics obtained in Step-2 and Step-
3 to get a smooth metric satisfying the cone condition. In the G-equivariant
case, the metric obtained can be averaged over G to make it G-invariant. Since
G is connected and compact, the averaging process does not change the Kähler
class. Moreover, since the cone condition can be written in a convex manner,
the averaged metric continues to satisfy it, and we are done.

Outline of the proof of Theorem 1.1. The proof of Theorem 1.3 carries through
almost verbatim, as long as one can construct a Kähler metric satisfying the (non-
uniform) cone condition in the neighbourhood of any analytic subset Z ⊂ M (cf.
Proposition 5.1). If Z is smooth, this again follows almost verbatim from the proof
of Lemma 4.3. In general we use a resolution of singularities, a stronger mass concen-
tration lemma for certain semi-ample classes (cf. Proposition 5.2), and an induction
on the maximal dimension of an irreducible component of Z. During the course of
our proof, we need to choose an ample divisor Y (akin to Step-1 in the proof of
Theorem 1.3) satisfying some properties. It is not clear to us if such a choice can be
made in the G-invariant case (even under the assumption of G-compatibility).

2 The PDE Aspects

In this section we prove that the generalised Monge-Ampère equation with a slight
negative “constant” term can be solved (if

∑

k

ck > 0) assuming the cone condition

holds.

Theorem 2.1. (1) ⇔ (2) in Theorem 1.3.

We prove Theorem 2.1 using the method of continuity. Uniqueness is standard.
Given uniqueness, the equivariant version of the theorem follows easily. Hence, we
may ignore G for the remainder of this section. Since the case ck = 0 ∀ k, f > 0 is
well-known [YAU78], we assume without loss of generality that

∑
k ck > 0.

Note that since
∫
M fχn ≥ 0, there is a point p ∈ M where f(p) ≥ 0. At such a

point, it is easy to see that the cone condition is met. This observation combined
with the following lemma shows the necessity of the cone condition at all points on
M .

Lemma 2.1. Suppose f(p) ≥ 0 for some p ∈ M . Assume that Equation 1.4 has a

smooth solution Ω. Then Ω > 0 and nΩn−1 −
n−1∑

k=1

ckχ
n−kkΩk−1 > 0.

Proof. Let q ∈ M be any other point and γ(s) be a path connecting p to q. Assume
that r is the first point on γ(s) where either the cone condition or the Kähler
condition becomes degenerate. It is easy to see that the cone condition must become
degenerate first. We will rule out this possibility, hence showing that neither can
become degenerate.
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If f(r) ≥ 0, the result is standard. Therefore, without loss of generality assume
that f(r) < 0. Choose holomorphic normal coordinates for χ at r such that Ω is
diagonal with eigenvalues λ1 ≤ λ2 . . .. Equation 1.4 can be rewritten as

1 =
n−1∑

k=1

ck
k!(n − k)!

n!
Sn−k

(
1
λ

)
+ fSn

(
1
λ

)
, (2.1)

where the symmetric polynomial Sk(A) is the coefficient of tk in det(I + tA). The
cone condition can be written as

1 >

n−1∑

k=1

ck
k!(n − k)!

n!
Sn−k;i

(
1
λ

)
, (2.2)

where Sn−k;i

(
1
λ

)
is a symmetric polynomial in n − 1 eigenvalues (excluding λi). For

future use, we define Sn−k;i,j = 0 when i = j and the symmetric polynomial in n−2
eigenvalues (excluding λi, λj) when i �= j. When it degenerates, for some i,

1 =
n−1∑

k=1

ck
k!(n − k)!

n!
Sn−k;i

(
1
λ

)
. (2.3)

Denote Sk

(
1
λ

)
by σk. Using σn−k = σn−k;i + σn−k−1;i

λi
we arrive at the following

equations.

0 =
n−1∑

k=1

ck
k!(n − k)!

n!λi
σn−k−1;i + fσn

⇒ σn−1;i =
1
|f |

n−1∑

k=1

ck
k!(n − k)!

n!
σn−k−1;i ≥ cζσn−ζ−1;i(

n
ζ

)|f | . (2.4)

At this juncture, we use the Maclaurin inequality to simplify the expression in 2.4.

cζσn−ζ−1;i(
n
ζ

)|f | ≥
cζ

(
n−1

ζ

)
σ

n−ζ−1
n−1

n−1;i(
n
ζ

)|f |

⇒ σn−1;i ≥
(

cζ(n − ζ)
n|f |

)n−1
ζ

. (2.5)

From 2.3 we see that

1 ≥ cζ(
n
ζ

)σn−ζ;i

⇒
(
n
ζ

)

cζ
≥ σn−ζ;i ≥

(
n − 1
ζ − 1

)
σ

n−ζ

n−1

n−1;i. (2.6)



GAFA A NUMERICAL CRITERION FOR GENERALISED MONGE-AMPÈRE EQUATIONS... 775

Comparing 2.6 and 2.5 we see that

|f | ≥
(

ζcζ

n

) ζ

n−ζ cζ(n − ζ)
n

. (2.7)

By the assumption on f we arrive at a contradiction. Hence the cone condition never
degenerates. From the cone condition, we can clearly see that Kählerness also holds.

��
Now we prove existence assuming that the background metric Ω̂0 ∈ [Ω0] satisfies the
cone condition. To this end, consider the following continuity path depending on a
parameter 0 ≤ t ≤ 1.

Ωn
t = t

(
n−1∑

k=1

ckχ
n−kΩk

t + fχn

)
+ (1 − t)c0χ

n, (2.8)

where c0 is a constant such that c0

∫
M [χ]n =

∫

M
[Ω0]n. For a smooth function φ, let

Ωφ = Ω̂0 +
√−1∂∂̄φ. We normalise φ to satisfy inf φ = 0. At t, denote by φt the

unique such smooth function so that Ωt = Ω̂0 +
√−1∂∂̄φt. At t = 0, there exists a

smooth solution thanks to Yau’s resolution of the Calabi conjecture. For 0 ≤ t ≤ 1
2 ,

we see that tfχn + (1 − t)c0χ
n > 0 by the assumptions on f . For t > 1

2 , we see

(using the assumptions on f again) that tf + (1 − t)c0 > −
(

tζcζ

n

) ζ

n−ζ tcζ(n−ζ)
n . The

proof of Lemma 2.1 implies that the cone condition is met. Hence, the linearisation
is invertible and the set of all such t where there is a solution is open. To prove that
it is closed, we need a priori estimates. Since we are given that the cone condition is
preserved along the continuity path, using Yau’s Moser iteration technique (akin to
[SUN] for instance), one can easily prove a C0 estimate. We now prove a Laplacian
estimate.

Proposition 2.1. Δχφt ≤ C where C is independent of t.

Proof. First we prove the following lemma.

Lemma 2.2. For each 0 ≤ t ≤ 1, let St,p be the open subset of positive-definite
Hermitian matrices satisfying the cone condition for Equation 2.8. Cover M with
finitely many holomorphic charts. For a fixed point p, the function Ft,p : St,p → R

given by

Ft,p(A) =
n−1∑

k=1

t
ck(
n
k

)σn−k(A) + (tf(p) + (1 − t)c0)σn(A)

satisfies the following properties. Let A have eigenvalues λi > 0 and let L be any con-
stant larger than the maximum over all the coordinate charts of | ∂f

∂zμ | and | ∂2f
∂zμ∂z̄μ |.

(1) St is a convex open set.
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(2) The function gt,p(A) = Ft,p(A−1) extends to a smooth function (of t, p, A) on
the orthant {λi ≥ 0} (and 0 ≤ t ≤ 1, p ∈ M).

(3) ∂Ft,p

∂λi
(A) < 0.

(4) If λ1 ≤ λ2 . . ., then

− λ1
∂Ft,p

∂λ1
≥ −λi

∂Ft,p

∂λi
∀ i. (2.9)

(5) If B is any Hermitian matrix, then

∑

μ,ν,α,β

∂2Ft,p

∂Aμν∂Aαβ
B̄νμBαβ +

∑

i,j

∂Ft,p

∂λi

|Bij |2
λj

− α
∑

i

∂Ft,p

∂λi

|Bii|2
λi

≥ 0. (2.10)

where α = 0 if 2ζ ≥ n and α = 1
2 otherwise. In particular, for all 1 ≤ ζ ≤ n−1,

we see that Ft,p is convex.
(6) Ft,p(A) > 0.
(7) There is a constant C independent of t, p, A such that

Ft,p

C
≤

∑

k

−λk
∂Ft,p

∂λk
≤ CFt,p. (2.11)

(8)
∑

μ |∂2Ft,p(A)
∂zμz̄μ | ≤ C where C is independent of t, p, A.

Suppose that there is a matrix A0 ∈ ∩0≤t≤1St with eigenvalues 0 < μ1 ≤ μ2 . . . ≤ μn.
If Ft(A, p) = 1 for all p ∈ M , then

(9) There exist constants θ, N > 0 independent of t, p, A such that if tr(A) > N ,

then
∑

i

∂Ft,p

∂λi
(A)(λi − μi) ≥ θ

(
1 −

∑

i

∂Ft,p

∂λi
(A)

)
.

(10) There exists a constant C independent of t, p, A such that for any matrix B
and any number ε > 0,

∑

i,μ

∣∣∣∣
∂2Ft,p(A)
∂λi∂zμ

Biμ

∣∣∣∣ ≤ C

ε
− ε

∑

i,μ

∂Ft,p(A)
∂λi

|Biμ|2
λi

.

Proof. Note that the cone condition is 1 >

n−1∑

k=1

tck(
n
k

)σn−k;i. The first few statements

are proved as follows.
(1) Since σn−k;i is well known to be a convex function, St is an open convex set.
(2) Trivial.
(3)

− ∂Ft

∂λi
=

1
λi

(
n−1∑

k=1

tck(
n
k

) 1
λi

σn−k−1;i + (tf + (1 − t)c0)σn

)
. (2.12)

When 0 ≤ t ≤ 1
2 the result is clear because the σn term is non-negative. If

1
2 ≤ t ≤ 1, then using the Maclaurin inequality we arrive at the following
inequalities.
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− λ2
i

∂Ft

∂λi
≥ cζσn−ζ−1;i

2
(
n
ζ

) − |fm|σn−1;i ≥
cζ

(
n−1

n−ζ−1

)

2
(
n
ζ

) σ

( n−2
n−ζ−2)

( n−1
n−ζ−1)

n−1;i − |fm|σn−1;i

= σ
n−ζ−1

n−1

n−1;i

(
cζ(n − ζ)

2n
− |fm|σ

ζ

n−1

n−1;i

)
, (2.13)

which is seen to be positive using the cone condition and the assumptions on
fm.

(4) Note that for k < n, −λ1∂1σk ≥ −λi∂iσk and for k = n, −λ1∂1σn = −λi∂iσn.
Hence, the result follows.

(5) From the proof of Lemma 8 in [CS17], we see that

∑

μ,ν,α,β

∂2Ft,p

∂Aμν∂Aαβ
B̄νμBαβ +

∑

i,j

∂Ft,p

∂λi

|Bij |2
λj

≥
∑ tck(

n
k

) BααB̄μμ

λαλμ

Sk;α,μ + δαμSk;α

Sn
+

tf + (1 − t)c0

Sn

BααB̄μμ

λαλμ
. (2.14)

The matrix Mij =
∑ tck

(n

k)
(Sk;ij + δijSk;i) + (tf + (1 − t)c0) can be written as

(akin to [FLM11, CS17]) M =
∑ tck

(n

k)
∑

‖I‖=k λIEI + (tf + (1 − t)c0)1 where

for any k-tuple I, the positive semidefinite matrix EI is defined to have entries
(EI)ij = 1 if i, j /∈ I and 0 otherwise; moreover, λI = λi1λi2 . . . λik

, and the
matrix 1 is defined as (1)ij = 1 ∀ i, j.
If 0 ≤ t ≤ 1

2 , it is easy to see by the assumptions on f that M is non-negative
(because the constant term is so). Assume t > 1

2 . For future use, we observe
that 0 ≤ 1 ≤ nId. Now we have two cases.
(a) 2ζ ≥ n :Using the cone condition and the assumption that 2ζ ≥ n, we see

that λI >

(
cζ

2(n

ζ)

) ζ

n−ζ

∀ multi-indices I with |I| = ζ. Recall that K > 0 is

the least eigenvalue of
∑

‖I‖=ζ EI . Now note that M > t

(
cζ

2(n

ζ)

) n

n−ζ

KI −
t|fm|nI, which is positive-definite using the assumptions on fm.

(b) 1 ≤ ζ ≤ n − 1 : Note that

∑

μ,ν,α,β

∂2Ft,p

∂Aμν∂Aαβ
B̄νμBαβ +

∑

i,j

∂Ft,p

∂λi

|Bij |2
λj

− 1
2

∑

i

∂Ft,p

∂λi

|Bii|2
λi

≥
∑

i,j

σnMij
BiiBjj

λiλj
− 1

2

∑

i

∂Ft,p

∂λi

|Bii|2
λi

. (2.15)

Using the first inequality in 2.13 we see that

∑

μ,ν,α,β

∂2Ft,p

∂Aμν∂Aαβ
B̄νμBαβ +

∑

i,j

∂Ft,p

∂λi

|Bij |2
λj

− 1
2

∑

i

∂Ft,p

∂λi

|Bii|2
λi
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≥ 2

(
−

∑

i

nσn−1;i|fm| |Bii|2
λ3

i

+
1
8

∑

i

|Bii|2
λ3

i

cζσn−ζ−1;i(
n
ζ

)
)

. (2.16)

As before, the Newton-Maclaurin inequalities and the assumptions on |fm|
imply the desired result.

(6) If 0 ≤ t ≤ 1
2 , it is clear (as before) that Ft(A) > 0. If t > 1

2 , then

Ft(A) ≥ cζ

2
σ

n−ζ

n
n − |fm|σn = σ

n−ζ

n
n

(
cζ

2
− |fm|σ

ζ

n
n

)
.

At this point we see that the cone condition implies that 1 > 1
2

cζσn−ζ;i

(n

ζ)
because

t > 1
2 . Using the Maclaurin inequality we see that

2n

ζcζ
> σ

n−ζ

n−1

n−1;i

⇒
(

2n

ζcζ

)n

> Πn
i=1σ

n−ζ

n−1

n−1;i = σn−ζ
n . (2.17)

Therefore, by the assumptions on f , we see that Ft(A) > 0.

(7) Noting that
∑

i

−λi
∂Ft

∂λi
=

∑

k

t(n − k)ck(
n
k

) σn−k +n (tf + (1 − t)c0)σn, it is easy

to see using the assumptions on f that the result holds.
(8) Clearly, | ∂2Ft,p

∂zμ∂z̄μ | ≤ Lσn(A) ≤ C.

Now we assume that Ft(A) = 1.

(9) Firstly, we note that N < tr(A) =
n∑

i=1

λi ≤ nλn. As can be seen from [CS17],

the above properties imply the result. Indeed, suppose the result is false. Noting
that θ is allowed to depend on μi, for a given μi there is a sequence λi,N , tN , pN

(where N → ∞) such that the following inequality holds. (We drop the depen-
dence on N for ease of notation.)

∑

i

∂Ft,p

∂λi
(λ)(λi − μi) <

1
N

(
1 −

∑

i

∂Ft,p

∂λi
(A)

)
. (2.18)

Since ∂Ft,p

∂λi
(λ)λi ≥ −CF (A) = −C,

− C − 1
N

+
∑

i

(
−∂Ft,p

∂λi
(λ)

)(
μi − 1

N

)
< 0. (2.19)

If −∂Ft,p

∂λ1
(λ) is unbounded (from above) then for sufficiently large N , we have a

contradiction. Thus −∂Ft,p

∂λ1
(λ) > 0 is bounded from above and since



GAFA A NUMERICAL CRITERION FOR GENERALISED MONGE-AMPÈRE EQUATIONS... 779

−nλ1
∂Ft,p

∂λ1
(λ) ≥ −

∑

i

λi
∂Ft,p

∂λi
(λ) ≥ 1

C
, we see that λ1 > 1

C′ for some C ′

independent of t, p, A. Therefore, the function gt,p is smoothly controlled (in-
dependent of N).
As in [CS17], denote by F̃t,p(λ) the smooth convex function lim

λn→∞
Ft,p(λ) =

gt,p(λ1, . . . , λn−1, 0). By convexity,

F̃t,p(μ) ≥ F̃t,p(λ) +
n−1∑

i=1

∂F̃t,p

∂λi
(λ)(μi − λi). (2.20)

Therefore,

∑

i

∂Ft,p

∂λi
(λ)(λi − μi) ≥

n∑

i=1

(
∂Ft,p

∂λi
(λ) − ∂F̃t,p

∂λi
(λ)

)
(λi − μi)

+F̃t,p(λ) − F̃t,p(μ). (2.21)

Since Ft,p(λ) = 1 for sufficiently large N , F̃t,p(λi) > 1 − τ for a small τ . Since
μ satisfies the cone condition, F̃t,p(μ) ≤ 1 − δ for some δ > 0. It is easy to see
that

∂Ft,p

∂λi
(λ) − ∂F̃t,p

∂λi
(λ) = −x2

i

(
∂gt,p(x1, . . . , xn)

∂xi
− ∂gt,p(x1, . . . , 0)

∂xi

)

= −x2
i xnht,p(x), (2.22)

where xi = 1
λi

, and ht,p is smooth and uniformly controlled independent of N .
Therefore, for sufficiently large N (and small τ),

∑

i

∂Ft,p

∂λi
(λ)(λi − μi) ≥ δ

2
. (2.23)

Since ∂F
∂λi

is bounded, we arrive at a contradiction between Inequalities 2.23
and 2.18 for large N .

(10) Note that |∂2Ft,p(A)
∂λi∂zμ | ≤ Lσn

λi
. Akin to the above properties, one can prove that

−λ2
i

∂F
∂λi

≥ σn−1;i

C′ for some C ′. Now,

∑

i

Lσn|Biμ|
λi

≤ −
∑

i,μ

LC ′ ∂Ft,p

∂λi
|Biμ|

≤ −C ′′

ε

∑

i

∂Ft,p

∂λi
λi − ε

∑

i,μ

∂Ft,p

∂λi

|Biμ|2
λi

≤ C

ε
− ε

∑

i,μ

∂Ft,p

∂λi

|Biμ|2
λi

(2.24)

��
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The aforementioned lemma is enough to guarantee that Proposition 2.1 holds when
2ζ ≥ n by the method of [PIN19], when followed word-to-word. In fact, such an
estimate works for any function Ft,p that satisfies the above conditions (along with
property 2.10 for α = 0). However, when α = 1

2 , we need to do more work. To this
end, we prove a general proposition about estimates.

Proposition 2.2. For any family of PDE of the form Ft,p(A) = 1, where the en-

domorphism A is given by Ai
k := χij̄(Ωφt

)kj̄ , the solution φt (normalised to satisfy
inf φt = 0) satisfies the a priori estimate

Δχφt ≤ C(1 + |∇χφt|2), (2.25)

if ‖φt‖C0 is assumed to be uniformly bounded, all the properties in Lemma 2.2 are
satisfied by a symmetric function Ft,p whose domain St,p is an open convex cone
lying in the set of Hermitian positive-definite matrices, and there is a Kähler metric
Ω in the class [Ω0] such that χ(p)ij̄Ω(p)kj̄ ∈ ∩0≤t≤1St,p for all p ∈ M .

Proof. The following calculations are inspired from similar ones in [CJY20, SZE18].
For a function (akin to [PS09]) γ : [0, ∞) → R defined as

γ(x) = Ax − 1
1 + x

+ 1,

where A > 1 is a constant to be chosen later, the following properties hold. We
suppress the t subscript for φt in this proof.

Ax ≤ γ(x) ≤ Ax + 1
A ≤ γ′(x) ≤ 2A

γ′′(x) = − 2
(1 + x)3

≤ 0. (2.26)

Let G(Ωφ) = −γ(φ) + ln(λn) where λ1 ≤ λ2 ≤ . . . λn are the eigenvalues of A. Note
that G is a continuous function. Suppose the maximum of G is attained at a point
p. Choose holomorphic normal coordinates for χ at p such that Ωφ is diagonal. In
general, λn is not smooth near p. The standard remedy is to consider a small constant
diagonal matrix B such that 0 = Bnn < Bn−1n−1 < · · · < B11 and a new matrix-
valued function Ã = A−B. B is chosen to be small enough so that Ã is still positive-
definite and lies in St for all points q in a neighbourhood U of p. The eigenvalues
of Ã are distinct and are hence smooth in U . The function G̃ = G(Ã) continues to
achieve a local maximum at p. In what follows, the notation H,i, H,ij̄ denotes partial
derivatives (as opposed to covariant derivatives). At p, we differentiate with respect
to zi, z̄i to obtain the following.

0 = G̃,i(Ã) = −γ′φ,i +
1

λn(Ã)
∂λn

∂Ãμν

Ãμν,i

= −γ′φ,i +
(Ωφ)nn̄,i

λn(A)
(2.27)
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We drop the t, p subscripts from now onwards. We differentiate again to obtain the
following.

0 ≥ −
∑

i

∂F

∂λi
(A)G̃,īi(Ã) =

∑

i

(
− ∂F

∂λi
(A)

) (
− γ′′|φ,i|2 − γ′φ,īi − |(Ωφ)nn̄,i|2

λ2
n(A)

+
1

λn(A)
∂2λn(Ã)
∂Ãpq∂Ãrs

(Ωφ)pq,i(Ωφ)rs,̄i +
(Ωφ)nn̄,īi + λn(A)Rnn̄īi

λn(A)

)
. (2.28)

From now onwards, we denote λi = λi(A) and λ̃i = λi(Ã) = λi − Bii. Assume that
λn > N in order to use property 9 of Lemma 2.2. Assume that |Rīijj̄ | ≤ C1 ∀ i, j.
Using the formulae from [SZE18] we see that

0 ≥
∑

i

(
− ∂F

∂λi

)(
− γ′′|φ,i|2 − |(Ωφ)nn̄,i|2

λ2
n

+
(Ωφ)nn̄,īi

λn

+
1
λn

∑

p<n

|(Ωφ)pn̄,i|2 + |(Ωφ)np̄,i|2
λn − λ̃p

)
+

γ′θ
2

(
1 −

∑

i

∂F

∂λi

)
(2.29)

where we assumed that γ′θ
2 ≥ Aθ

2 ≥ C1. Now we compute the derivatives of the PDE
F (A, p) = 1.

F,n +
∂F

∂Apq
(Apq),n = 0

⇒ F,n +
∑

i

∂F

∂λi
(Ωφ)īi,n = 0. (2.30)

We differentiate again to obtain the following equality.

0 = F,nn̄ +
∑

i

2Re(
∂F,n

∂λi
(Ωφ)īi,n̄) +

∑

p,q,r,s

∂2F

∂Apq∂Ars
(Ωφ)pq̄,n(Ωφ)rs̄,n

+
∑

i

∂F

∂λi
((Ωφ)īi,nn̄ + Rīinn̄λi) (2.31)

We substitute the fourth order term from Equation 2.31 into 2.29, and use the
assumptions of Lemma 2.2 to get the following.

0 ≥ γ′θ
2

(
1 −

∑

i

∂F

∂λi

)
+

∑

i

∂F

∂λi

(
γ′′|φ,i|2 +

|(Ωφ)nn̄,i|2
λ2

n

)
+

F,nn̄

λn

+
1
λn

(
C1

∑

i

λi
∂F

∂λi
− C +

1
2

∑

i

∂F

∂λi

|(Ωφ)īi,n|2
λi

−
∑

i,j

∂F

∂λi

|(Ωφ)ij̄,n|2
λj

+
1
2

∑

i

∂F

∂λi

|(Ωφ)īi,n|2
λi

)
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≥ γ′θ
2

(
1 −

∑

i

∂F

∂λi

)
− C

λn
+

∂F

∂λn

|(Ωφ)nn̄,n|2
λ2

n

. (2.32)

At this juncture, we use Equation 2.27 in 2.32 to get the following inequality.

0 ≥ γ′θ
2

− C

λn
+ λn

∂F

∂λn

(γ′)2|φ,n|2
λn

. (2.33)

Assume that λn > 1 and that A θ
4 ≥ C. Note that −C ≤ λn

∂F
∂λn

≤ 0 since

−C ≤
∑

i

λi
∂F

∂λi

by assumption. Thus,

0 ≥ Aθ

4
− 4CA2|φ,n|2

λn
. (2.34)

Therefore, λn ≤ C(1 + |∇φ|2). ��

Using Proposition 2.2 and Lemma 2.2, we see that in our case, indeed

Δφ ≤ C(1 + |∇φ|2).

Now, Proposition 5.1 of [CJY20] (which is based on a blow-up argument) shows that
Δφ ≤ C, as desired. ��

At this point, we note that since Ft(A) is convex on a convex open set, the
complex version of Evans-Krylov theory akin to [SIU86] would have implied the
C2,α a priori estimates on φt if f was constant. In our case, despite f not being a
constant, we can still get C2,α estimates on φt using a blow-up argument (like in
the proof of Lemma 6.2 in [CJY20] for instance). Using Schauder theory, we can get
Ck,α bounds (depending on k) for every k. Applying the Arzela-Ascoli theorem and
choosing a diagonal subsequence, we get closedness of the set of t ∈ [0, 1] such that
Equation 2.8 has a smooth solution. Therefore, we have a smooth solution at t = 1.

��

3 Concentration of Mass

We begin with a definition of what it means for a possibly singular (1, 1) current to
satisfy the cone condition. Let ρ : [0, 1] → R be a smooth function such that

|S2n−1|
∫ 1

0
ρ(t)t2n−1dt = 1,
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where |S2n−1| is the Lebesgue measure of the unit sphere in C
n. For any 1 > δ > 0,

and any L1-function ϕ : B1(0) → R on the unit ball B1(0), the δ-mollification is
defined to be

ϕδ(x) = δ−2n

∫

B1(0)
ϕ(x − y)ρ

( |y|
δ

)
dy.

Then we have the following definition from [CHEN21].

Definition 1. Let Θ be a closed, positive (1, 1) current. We say that Θ satisfies the
(ε-)uniform cone condition

n(1 − ε)Θn−1 −
n−1∑

k=1

ckkχn−kΘk−1 ≥ 0, (3.1)

if for any coordinate chart U with Θ
∣∣∣
U

=
√−1∂∂̄ϕU , on Uδ := {x ∈ M | B(x, δ) ⊂

U} (where B(x, δ) is a coordinate Euclidean ball of radius δ centred at x), we have

n(1 − ε)(
√−1∂∂̄ϕU,δ)n−1(x) −

n−1∑

k=1

ckkχn−k
0 (

√−1∂∂̄ϕU,δ)k−1(x) ≥ 0,

for any Kähler metric χ0 on U with constant coefficients satisfying χ0 ≤ χ on B(x, δ).
Here ϕU,δ are the mollifications of ϕU as above.

If there exist strictly positive sequences εi, μi → 0 such that Θ + μiχ satisfies
the (εi-) uniform cone condition, then we see that Θ satisfies the degenerate cone
condition.

Remark 3.1. If Θ is a smooth form, clearly the definitions above coincide with the
usual pointwise definition. In particular, the degenerate cone condition boils down
to the pointwise condition nΘn−1 − ∑n−1

k=1 ckkχn−kΘk−1 ≥ 0.

The main goal of this section is to prove the following “mass concentration” result.

Theorem 3.1. Let (M, χ) be a connected Kähler manifold and Ω0 another Kähler
metric. Suppose for all t > 0, there exists a Ω̂t ∈ (1 + t)[Ω0] such that

nΩ̂n−1
t −

n−1∑

k=1

ckkχn−kΩ̂k−1
t > 0.

Then for any divisor Y , there exists a βY > 0 and a current Θ ∈ [Ω0] such that
Θ ≥ βY [Y ] and Θ satisfies the degenerate cone condition in the sense above. If G
is a connected compact Lie group acting on M such that χ and Y are G-invariant,
then Θ can be chosen to be G-invariant as well.
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Proof. The proof is essentially a combination of the ideas in [CHEN21] and [DP01].
Suppose that M be covered by coordinate balls {Bj}N

j=1, and that Y is given by
the vanishing of coordinate functions {gj} on Bj . Let {θj} be the partition of unity
subordinate to Bj . For 0 ≤ t << 1, define

ψt = log
(∑

j

(θj

∑

k

|gj,k|2) + t2
)
, χt = χ + A−1

√−1∂∂̄ψt,

where we pick a suitable A >> 1 below. For t small enough, χt is a smooth Kähler
form on M which concentrates near Y , and χt > (1 − CA−1)χ for some fixed C
(independent of t). Now consider the following equation:

Ωn
t =

n−1∑

k=1

ckχ
n−kΩk

t + ftχ
n, (3.2)

where Ωt ∈ (1 + t)[Ω0] and

ft =
χn

t

χn
− 1 + At,

and the constant At is chosen so that

∫

M
Ωn

t =
n−1∑

k=1

∫

M
ckχ

n−kΩk
t +

∫

M
ftχ

n.

Note that At > 0 for all t. Also, for ε << 1, we have that ft > fm, and hence
by Theorem 2.1, there is a solution Ωt ∈ (1 + t)[Ω0] to (3.2) satisfying the cone
condition

nΩn−1
t −

n−1∑

k=1

ckkχn−kΩk−1
t > 0.

Now the family of currents Ωt is bounded in mass since
∫

M
Ωt ∧ χn−1 = (1 + t)[Ω0] · [χn−1] < C.

Define Ω̃t as the average of Ωt over G. Since the cohomology class of Ωt does not
change by averaging over a compact connected Lie group, the family Ω̃t is also
bounded in mass. Hence, there exists a sequence ti → 0+ such that Ω̃ti,ε → Θ,
where Θ is a non-negative current in the class α. Clearly, Θ is G-invariant. We now
show that Θ ≥ βY [Y ] for some βY > 0 following the line of argument in [DP01].
First we have the following simple observation.
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Lemma 3.1. For any neighbourhood U of a point y ∈ Y , there exist constants
δU , tU > 0 such that for all t < tU the following inequality holds.

∫

U∩Vt

Ωt ∧ χn−1 > δU ,

where Vt = {ψ0 < log t}.

Proof. Let 0 ≤ λ1(z) ≤ . . . ≤ λn(z) be the eigenvalues of Ωt with respect to χt.
Since Ωn−1

t ∧ χt ≥ λ2 . . . λnχn
t , we have that

∫

M
λ2 · · ·λnχn

t ≤
∫

M
Ωn−1

t ∧ χt = (1 + t)n−1(Ωn−1
0 ) · [χ] ≤ C.

In particular, for any δ > 0, if Eδ := {z ∈ M | λ2(x) · · ·λn(x) > Cδ−1}, then
∫

Eδ

χn
t ≤ δ.

By Lemma 2.1 in [DP01], since χ < 2χt, we have that
∫

Eδ

χt ∧ χn−1 < 2n−1

∫

Eδ

χn
t < 2n−1δ.

Next, by [DP01, Lemma 2.1(iii)], there exists a δ(U) such that for all t << 1,
∫

U∩Vt∩Ec
δ

χt ∧ χn−1 =
∫

U∩Vt

χt ∧ χn−1 −
∫

U∩Vt∩Eδ

χt ∧ χn−1

≥ δ(U) − 2n−1δ =
3
4
δ(U),

where we let δ := δ(U)
2n+1 . On the other hand, from our equation, Ωn

t ≥ ftχ
n ≥ χn

t −χn.
So if z ∈ Ec

δ , then

Ωt(z) ≥ δ

C

(
1 − χn(z)

χn
t (z)

)
χt(z).

Integrating,
∫

U∩Vt

Ωt ∧ χn−1 ≥
∫

U∩Vt∩Ec
δ

Ωt ∧ χn−1

≥ δ

C

(∫

U∩Vt∩Ec
δ

χt ∧ χn−1 −
∫

U∩Vt∩Ec
δ

χn

χn
t

χt ∧ χn−1
)

≥ δ

C

(3δ(U)
4

−
∫

U∩Vt∩Ec
δ

χn

χn
t

χt ∧ χn−1
)
.

For the second term we estimate
∫

U∩Vt∩Ec
δ

χn

χn
t

χt ∧ χn−1 < 2n−1

∫

U∩Vt

χn,
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and hence it can be made smaller than δ(U)/4 if we choose t < tU for some tU
depending only on χ and Y . The proof of the Lemma is then completed by choosing
δU = δδ(U)

2C . ��
Now, as in [DP01], consider the current 1Y Θ. By the Skoda-El Mir extension the-
orem, 1Y Θ is a closed, non-negative (1, 1) current supported on Y . By standard
support theorems, 1Y Θ =

∑

i

βi[Yi] for some βi ≥ 0, where Yi are the irreducible

components of Y . It can be easily seen using Lemma 3.1 that βi > 0 ∀ i. Hence
Θ ≥ βY [Y ] on all of M , where βY can be taken as mini βi.

Finally, we verify the degenerate cone condition. To this end, we need the fol-
lowing lemma.

Lemma 3.2. Let χ(x), Ω(x) be smooth Kähler forms at a point x ∈ M . Let α be
a fixed smooth Kähler metric on M such that χ(x) ≤ Cχα(x) for some Cχ > 0.
Assume that the following degenerate cone condition is met at x.

nΩn−1(x) −
n−1∑

k=1

ckkχn−k(x)Ωk−1(x) ≥ 0. (3.3)

Let β > 0. There exists an ε > 0 depending only only on the coefficients ck and
the constants Cχ, β such that Ω′(x) = Ω(x) + 2βα(x) satisfies the ε-uniform cone
condition.

n(1 − ε)(Ω′)n−1(x) −
n−1∑

k=1

ckkχn−k(x)(Ω′)k−1(x) ≥ 0. (3.4)

Proof. Choose coordinates near x such that χ(x) is Euclidean and Ω(x) is diagonal
with eigenvalues λi. Then the cone condition can be written as

1 ≥
n−1∑

k=1

ck(
n
k

)Sn−k;j

(
1
λ

)
∀ 1 ≤ j ≤ n. (3.5)

Note that Ω′(x) ≥ Ω(x) + 2β χ(x)
Cχ

. Let λ̃i = λi + β
Cχ

≥ γ where γ = β
Cχ

. By mono-

tonicity, {λ̃i} also satisfies Inequality 3.5. Let λ′
i = λ̃i + γ. If we prove that {λ′

i}
satisfies the ε-uniform cone condition for some ε, then again by monotonicity, so
does Ω′.

To this end, we first note that

1
λ′

i

≥ 1
2λ̃i

∀ 1 ≤ i ≤ n. (3.6)

Define

B :=
n−1∑

k=1

ck(
n
k

)Sn−k;j

(
1
λ̃

)
.
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Using 3.6, ∀ 1 ≤ j ≤ n we see that the following holds.

n−1∑

k=1

ck(
n
k

)Sn−k;j

(
1
λ′

)
≤

n−1∑

k=1

ck(
n
k

)Sn−k;j

(
1
λ̃

)

+
n−1∑

k=1

ck(
n
k

)
(

Sn−k;j

(
1
λ′

)
− Sn−k;j

(
1
λ̃

))

≤ B −
n−1∑

k=1

ckγ
n−k

2n−k
(
n
k

)Sn−k;j

(
1
λ̃2

)

≤ B − B2

C
, (3.7)

where C > 4 is some positive constant depending only on the coefficients ck, and
the constants n, γ. Since 0 < B < 1, we see that for ε = 1

C , the above expression is
≤ 1 − ε, as desired. ��

Let U be a coordinate neighbourhood, and Θ
∣∣∣
U

=
√−1∂∂̄ϕ, Ω̃t

∣∣∣
U

=
√−1∂∂̄ϕt. Let

ϕδ and ϕt,δ be the convolutions of ϕ and ϕt with the standard molifier. Firstly, recall
that the (ε)-cone condition for a smooth positive form γ can be written as

n−1∑

k=1

ck
1(
n
k

)Sn−k;i

(
1
λγ

)
≤ 1 − ε, (3.8)

where λγ are the eigenvalues of γ with respect to χ. Let χ0 be a constant coefficient
form in U such that χ ≥ χ0 on Bδ(x). Choose a strictly positive sequence μi → 0.
By Lemma 3.2 we see that there exists a corresponding sequence of εi → 0 such
that

√−1∂∂̄ϕt + μiχ satisfies the (εi−) uniform cone condition. By monotonicity,√−1∂∂̄ϕt + μiχ satisfy the (εi−) uniform cone condition at x with χ replaced with
χ0. Since averaging over a group and convolutions are basically convex linear com-
binations and the expression on the left-hand side of 3.8 is convex, using Jensen’s
inequality we see that

√−1∂∂̄ϕt,δ + μiχ,δ satisfies the degenerate cone condition at
x with χ0 replacing χ. Moreover, since Ωt → Θ weakly, and convolution is basically
testing against a smooth function, we see that

√−1∂∂̄ϕt,δ + μiχ,δ converges point-
wise to

√−1∂∂̄ϕδ + μiχχ,δ as t → 0. Hence
√−1∂∂̄ϕδ + μiχ,δ satisfies the (εi−)

uniform cone condition at x. Therefore, Θ satisfies the degenerate cone condition as
in Definition 1. ��

4 Proof of Theorem 1.3

In this section, we denote by Ec(T ), the Lelong subvariety {x|ν(T, x) ≥ c > 0}.
Note that if T is G-invariant, then so is Ec(T ) for all c. Our goal is is to prove
Theorem 1.3. First we need the following gluing proposition.
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Proposition 4.1. Let (M, χ) be a compact Kähler manifold, [Ω0] be another Kähler
class, Y be an ample divisor. Let 0 < β < 1, and 0 < ε4.1 < β

1000cn
, where cn is

the dimensional constant defined below. Suppose T ≥ β[Y ] is a positive current in
[(1− ε4.1)Ω0] satisfying the strict cone condition on M \Y . Then there exists a c4.1
with the following property: If U is a neighbourhood of Z := Ec4.1(T ) ∪ Y with a

Kähler form θ = Ω0

∣∣∣
U

+
√−1∂∂̄ψU satisfying the cone condition on U , then there

exists a Kähler form Ω̂0 = Ω0 +
√−1∂∂̄ψ̂ satisfying the cone condition, i.e.,

nΩ̂n
0 −

n−1∑

k=1

ckkχn−kΩ̂k−1
0 > 0.

Proof. We follow the line of argument in [CHEN21] closely, with one necessary ad-
dition. The basic idea is to cover the manifolds with balls of a small but definite
size on which the current can be written as the

√−1∂∂̄ of some potentials, and
then to glue these potentials to ψU using the modification of the Richberg technique
[RICH68] due to Blocki-Kolodziej [BK07], and its improvement (to allow small Le-
long numbers) in [CHEN21]. The additional complication in our case, as opposed to
the method in [CHEN21], is that T satisfies the cone condition only on M \Y , while
in [CHEN21], the cone condition is satisfied on all of M . So we need to make sure
that during the gluing process, the metric θ is unchanged in a neighbourhood of Y .

• We cover M with a finite number of balls Bi
r = Br(xi) of radius r < 1 (with

respect to Ω0) centred at xi such that the following conditions hold:
(1) For every z ∈ Y , there exists an i, such that Br/4(z) ⊂ Bi

r, where Br/4(z)
is the Ω0-ball of radius r

4 around z.
(2) On Bi

2r := Bi
2r(xi), we have Ω0 =

√−1∂∂̄ϕi
0, and

χi
0 ≤ χ ≤

(
1 +

ε4.1
1000n10n

)
χi

0

|ϕi
0 − |z|2| < ε4.1r2,

where χi
0 is a Kähler form on Bi

2r with constant coefficients. Moreover,
choose the holomorphic coordinates on the ball to be such that Ω0 is
within 1 + 1

1000 of the Euclidean metric.
It is clear that the second condition can be achieved by choosing a sufficiently
refined cover. For the first condition, we simply include a finitely many balls
{Bi

r := Br(zi)}N
i=1 centred at points zi ∈ Y such that Y ⊂ ∪N

i=1Br/4(zi).
Next we let ϕi

δ be the smoothening (by convolution) of ϕi := ϕT +(1−ε4.1)ϕi
0,

where T = (1 − ε4.1)Ω0 +
√−1∂∂̄ϕT . By our hypothesis, T =

√−1∂∂̄ϕi sat-
isfies the (strict) cone condition on M \ Y . By convexity, it then follows that√−1∂∂̄ϕi

δ also satisfies the cone condition

n(
√−1∂∂̄ϕi

δ)
n−1 −

n−1∑

k=1

ckkχn−k(
√−1∂∂̄ϕi

δ)
k−1 > 0,
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at every x ∈ Bi
r so long as Bδ(x) does not intersect Y .

• Recall that the Lelong number at level δ < r/4 is defined by

νi(x, δ) =
ϕ̂i

r

4
(x) − ϕ̂i

δ

log r
4 − log δ

,

where ϕ̂i
δ(x) = supBi

δ
ϕi. One can show that νi(x, δ) is increasing in δ, and the

Lelong number of T at x (which of course is independent of the potential) is
given by

ν(T, x) = lim
δ→0+

νi(x, δ).

We now let c4.1 := cnε4.1r
2, where

cn =
2(

|S2n−1| ∫ 1
0 log t−1ρ(t)t2n−1 dt + 32n−1

22n−3

) . (4.1)

We let Z := Ec4.1 ∪ Y . By our choice of ε4.1, we have that c4.1 < β
1000 ,

and so in particular, Y ⊂ Ec4.1. Also note that our constant is 10ε4.5, where

ε4.5 is the constant in Proposition 4.1 in [CHEN21]. Now let U ′ ⊂ U . For
δ small (in particular smaller than δ0 in Lemma 4.1 below), if we define ψ̂

to be the regularised maximum of ψU +
c4.1

4 log δ on U ′ and ϕi
δ − ϕi

0, then
by [CHEN21, Proposition 4.1], ψ̂ will be a smooth Ω0-PSH function. We let
Ω̂ = Ω0 +

√−1∂∂̄ψ̂. To complete the proof of the proposition we need to
make sure that the cone condition is satisfied. Recall that T satisfies the cone
condition on M \ Y , and hence the smoothening

√−1∂∂̄ϕi
δ satisfies the cone

condition at x if Bδ(x) does not intersect Y . On the other hand θ satisfies
the cone condition everywhere in U . If Bδ(x) does intersect Y for some δ < δ0,
where δ0 is as in Lemma 4.1 below, then in particular dΩ0(x, Y ) < 4δ, and so by
Lemma 4.1, νi(x, δ) > c4.1/2 for some i. Once again by [CHEN21, Proposition
4.1],

max
Bi

r

(ϕi
δ − ϕi

0) ≤ inf
U ′

(
ψU +

c4.1
4

log δ − ε4.1r2
)
.

In particular, ψ̂(x) = ψU (x) +
c4.1

4 log δ, and hence Ω̂0 satisfies the cone con-
dition at x. ��

Lemma 4.1. There exists a δ0 < r/4, such for all δ < δ0, there exists U5δ ⊂ Ū5δ ⊂ U ′,
an Ω0-tubular neighbourhood of Y of size 5δ, with the property that for all x ∈ U5δ,
there exists an i such that x ∈ Bi

r and νi(x, δ) > c4.1/2.

Proof. For any plurisubharmonic function ϕ, we let νϕ(x) := ν(
√−1∂∂̄ϕ, x), and let

νϕ(x, δ) be the corresponding Lelong number at level δ. In each of the balls B2r(xi)
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(where xi ∈ Y ), assume that Y is given by fi = 0 where fi is an analytic function.
Let φi

1 = β
10 ln |fi|2 and φi

2 = ϕi − φi
1.

Note that νϕi(x) ≥ νφi
1
(x), since T ≥ β[Y ]. Assume δ < r/4 < 1. Now, since

̂(ψ1 + ψ2)δ ≤ (̂ψ1)δ + (̂ψ2)δ for any two upper-semicontinuous functions ψ1, ψ2, we
see that the following holds.

νϕi(x, δ) =
ϕ̂i

r/4(x) − ϕ̂i
δ(x)

ln(r/4) − ln(δ)
≥

ϕ̂i
r/4(x)

ln(r/4) − ln(δ)
−

̂(φi
1)r/4(x)

ln(r/4) − ln(δ)
−

̂(φi
2)r/4(x)

ln(r/4) − ln(δ)
+ νφi

1
(x, δ) + νφi

2
(x, δ). (4.2)

Note that νφi
2
(x, δ) ≥ νφi

2
(x) > 0 because the δ-Lelong number increases with δ.

Moreover as δ → 0, the first three terms go to zero uniformly (in x, i), and so if δ0

is sufficiently small, then for every i,

νϕi(x, δ) ≥ − β

100000
+ νφi

1
(x, δ). (4.3)

For an even smaller δ0,

νϕi(x, δ) ≥ − β

5000
+

β

11
supBx,δ

(ln(|fi|2))
ln(δ)

(4.4)

Now we use the assumption that x ∈ U5δ0 . Hence, there exists a point zx ∈ Y such
that dΩ0(x, zx) ≤ 5δ0. This point is at a Euclidean distance (in some coordinate
chart B2r(xj)) of at most 6δ0 from zx. Note that fj(zx) = 0. Hence,

|fj(x) − fj(zx)|2 ≤ C|x − zx|2 ≤ C36δ2,

where C depends on maxB̄r(xj) |∇Ω0fj |2. Hence, for a sufficiently small δ0, Inequal-
ity 4.4 implies the following estimate that completes the proof.

νϕj (x, δ) ≥ β

20
>

c4.1
2

. (4.5)

��
In what follows it is convenient to adopt the following notation: For m < n, and

j = 0, 1, · · · , m − 1, we set

bj :=
cj+n−m

(
j+n−m
n−m

)
(

n
m

) . (4.6)

Lemma 4.2. Let Z be a smooth m-dimensional sub-variety of M . Suppose there

exists a Kähler metric ωZ = Ω0

∣∣∣
Z

+
√−1∂∂̄ψZ on Z such that

(
1 − ε

2

)
ωm

Z −
m−1∑

j=0

bjχ
m−jωj

Z > 0,
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for some ε > 0. Then there exists a neighbourhood U of Z, and a Kähler form
ΩU = Ω0 +

√−1∂∂̄ψU on U such that

n
(
1 − ε

2

)
Ωn−1

U −
n−1∑

k=1

ckkχn−kΩk−1
U > 0.

Note that the hypothesis, in particular implies that ωZ satisfies the cone condition
on Z. But to construct a Kähler metric on a neighbourhood U of Z, we need this
slightly stronger condition.

Proof. Firstly, by compactness of Z we can assume that

(
1 − ε

2
− δZ

)
ωm

Z −
m−1∑

j=0

bjχ
m−jωj

Z > 0, (4.7)

for some δZ > 0.
Let (Uα, {zi

α}) be finitely many coordinate charts in M that cover Z and such
that Z ∩ Uα is given by zm+1

α = zm+2
α = · · · = 0. Let ρα(z1

α, z2
α, . . . , zm

α ) be a
partition-of-unity on Z subordinate to Uα ∩ Z. Let πα be the projection to the first
m coordinates. Let ηα(zm+1

α , . . .) be a smooth function with compact support in the
“vertical part” of Uα such that it is identically 1 in a neighbourhood of the origin.
Then, ρ̃α(zα) = ηα(πα)∗ρα is a partition-of-unity on a closed subset of ∪αUα. (Here,
we extend ρ̃α globally by declaring it as 0 outside Uα.) Abusing notation slightly,
we let

ΩU = Ω̃U + C
√−1∂∂̄dΩ0(·, Z)2,

where C ≥ 1 is some large constant and

Ω̃U = Ω0 +
√−1∂∂̄

(
∑

α

ρ̃α(πα)∗ψZ

)
.

We note that while dΩ0(·, Z)2 is only Lipschitz globally, it is smooth near Z. For
small U , the form ΩU is a Kähler metric. By continuity, it is enough to verify the
cone condition on Z.

Near an arbitrary point p ∈ Z choose a coordinate chart (Uα0 , z
i) containing p.

Extend the tangential coordinate vector fields ∂
∂z1 , . . . ,

∂
∂zm using an Ω0-orthonormal

frame em+1, . . . , en that are orthogonal to the tangential vector fields. For the re-
mainder of this proof, all constants are uniform in p (but depend on the finitely
many fixed coordinate charts) and all forms are evaluated at p.

Note that

ΩU

(
ξ, ξ̄

) ≥ Ω̃U

(
ξ, ξ̄

)
= ωZ

(
ξ, ξ̄

)
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for all tangential directions ξ. Moreover,
√−1∂∂̄dΩ0(·, Z)2 ≥ 1

K

n∑

i=m+1

ei∧ ēi for some

K > 1. Thus, for any given 0 < δ′ < 1, we may choose C = Cδ′ > 1 large enough so
that

ΩU ≥ Ωδ′,U = (1 − δ′)

(
(πα)∗ωZ +

√
Cδ′

n∑

i=m+1

ei ∧ ēi

)
,

and

χ ≤ χδ′,U = (1 + δ′)

(
(πα)∗χ + (Cδ′)1/3

n∑

i=m+1

ei ∧ ēi

)
.

It is enough to prove that Ωδ′,U satisfies the ε
2 -uniform cone condition with respect

to χδ′,U . Now suppose the eigenvalues of ΩU at p (with respect to χ) are given by
λ1, · · · , λn (where λ1, . . . , λm correspond to the invariant subspace spanned by the
tangential directions). The inequality 4.7 implies that

1 − ε

2
− δZ >

m−1∑

j=0

bj

(
1 − δ′

1 + δ′

)m−j j!(m − j)!
m!

Sm−j

(
1
λ1

, · · · ,
1

λm

)
. (4.8)

Choose δ′ small enough (by choosing a large Cδ′) so that

1 − ε

2
− δZ

2
>

m−1∑

j=0

bj
j!(m − j)!

m!
Sm−j

(
1
λ1

, · · · ,
1

λm

)
. (4.9)

By choosing an even larger Cδ′ , we may assume that for k = m + 1, · · · , n, 1
λk

< 1
Λ

for some large Λ. So we only need to control the terms in Sn−k;i(1/λ) that have
no λk for k ≥ m + 1. In particular, we only need to worry about the case when
1 ≤ n − k ≤ m or equivalently n − m ≤ k ≤ n − 1. That is, it is enough to prove
that

n−1∑

k=n−m

ck(
n
k

)Sn−k

( 1
λ1

, · · · ,
1

λm

)
< 1 − ε

2
− δZ

2
.

But this is precisely (4.9). ��

Proof of Theorem 1.3. The implication (1) ⇐⇒ (2) is proved in Lemma 2.1
and (2) =⇒ (3) is trivial, and hence we only focus on (3) =⇒ (2). We proceed by
induction on the dimension of M . The theorem is certainly true for n = 1. Suppose
the theorem is true for dimensions less than n. The key in making the inductive step
work is the following observation.
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Lemma 4.3. Let Z ⊂ M be a smooth sub-variety of dimension m < n. Assuming (3)
in the statement Theorem 1.3, there exists a Kähler metric ωZ = Ω0

∣∣∣
Z

+
√−1∂∂̄ψZ

on Z such that

(
1 − ε

2

)
ωm

Z −
m−1∑

j=0

bjχ
m−jωj

Z > 0.

As a consequence, by Lemma 4.2, there exists a neighbourhood U of Z and a Kähler
metric ΩU = Ω0 +

√−1∂∂̄ψU on U such that

n
(
1 − ε

2

)
Ωn−1

U −
n−1∑

k=1

ckkχn−kΩk−1
U > 0.

Proof. When there is no scope for confusion, we continue to denote Ω0

∣∣∣
Z

and χ
∣∣∣
Z

by Ω0 and χ respectively. Let aZ such that

aZ

∫

Z
χm =

∫

Z

(
n

m

)
Ωm

0 −
m−1∑

j=0

cj+n−m

(
j + n − m

n − m

)∫

Z
χm−jΩj

0.

Then by condition (3), aZ > 0. In fact,

aZ > εZ := ε

(
n

m

)∫
Z Ωm

0∫
Z χm

.

For ω ∈ [Ω0

∣∣∣
Z
], with bj given by(4.6), consider the equation

(
1 − ε

2

)
ωm =

m−1∑

j=1

bjχ
m−jωj + fχm, (4.10)

where

f =
aZ + cn−m − εZ/2(

n
m

) > 0.

Then clearly both sides of the equation integrate out to the same quantity.
Claim. For any sub-variety V ⊂ Z of co-dimension p, we have

∫

V

((
m

p

)
Ωm−p

0 −
m−1∑

j=p

bj

(
j

p

)
χm−jΩj−p

0 > ε

∫

V

(
m

p

)
Ωm−p

0 ,

where ε is the same as in condition (3).
Proof of the Claim. Since V is of co-dimension p + n − m in M , by condition (3) we
have

∫

V

(
Ωm−p

0 −
n−1∑

k=p+n−m

ck

(
k

p+n−m

)
(

n
p+n−m

)χn−kΩk−(p+n−m)
0

)
> ε

∫

V
Ωm−p

0 .
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But then we compute that

∫

V
Ωm−p

0 −
m−1∑

j=p

bj

(
j
p

)
(
m
p

)χm−jΩj−p
0 =

∫

V
Ωm−p

0 −
m−1∑

j=p

cj+n−m

(
j
p

)(
j+n−m
n−m

)
(
m
p

)(
n
m

) χm−jΩj−p
0

=
∫

V
Ωm−p

0 −
n−1∑

k=p+n−m

ck

(
k−(n−m)

p

)(
k

n−m

)
(
m
p

)(
n
m

) χm−jΩj−p
0

=
∫

V
Ωm−p

0 −
n−1∑

k=p+n−m

ck

(
k

p+n−m

)
(

n
p+n−m

)χm−jΩj−p
0

≥ ε

∫

V
Ωm−p

0 .

From the claim it follows that for any sub-variety V ⊂ Z of co-dimension p in Z, we
have

∫

V

((
m

p

)
Ωm−p

0 −
(
1 − ε

2

)−1
m−1∑

j=p

bj

(
j

p

)
χm−jΩj−p

0 >
ε

2 − ε

∫

V

(
m

p

)
Ωm−p

0 .

Then by the induction hypothesis and Theorem 2.1 there exists a metric ωZ ∈ [Ω0

∣∣∣
Z
]

solving (4.10). In particular, since aZ − εZ/2 > 0, we have that

(
1 − ε

2

)
ωm

Z −
m−1∑

j=0

bjχ
m−jωj

Z > 0. ��

We now return to the proof of Theorem 1.3. We use a continuity method. For
t ≥ 0, consider the following family of equations depending on t.

Ωn
t =

n−1∑

k=1

ckχ
n−kΩk

t + atχ
n + fχn, (4.11)

where Ωt ∈ (1 + t)[Ω0]. Note that at
t→0+−−−→ 0, and hence we want to solve the above

equation at t = 0. For t >> 1, Ω̂t = (1 + t)Ω0 satisfies the cone condition

nΩ̂n−1
t −

n−1∑

k=1

ckkχn−kΩ̂k−1
t > 0.

By Theorem 2.1, there exists a solution to (4.11) for t >> 1. In particular, if we let
I = {t ∈ [0, ∞) | (4.11) has a solution}, then I is non-empty. By Lemma 2.1, the
cone condition is preserved and hence the linearisation of Equation 4.11 is elliptic.
The infinite-dimensional implicit function theorem easily implies that I is open. We
need to show that the set is closed. Moreover, by the nature of the cone condition,
if t ∈ I, then t′ ∈ I for all t′ > t. Let t0 = inf I. It is enough to prove that t0 ∈ I.
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Replacing Ω0 by (1 + t0)Ω0, without loss of generality, one can assume that t0 = 0,
i.e., we have a solution to (4.11) for all t > 0. The strategy is to produce a G-invariant
Kähler form Ω̂0 ∈ [Ω0] which satisfies the cone condition. It is actually enough to
produce some form satisfying the cone condition. Indeed, by means of averaging
over G (with respect to the Haar measure), we get an invariant form. Since the cone
condition is convex, it continues to satisfy the cone condition.

Let Y ⊂ M be a G-invariant divisor that contains a Kähler metric χY in its
cohomology class. Such a divisor exists by hypothesis of G-compatibility. By Theo-
rem 3.1, there exists a G-invariant current Θ ∈ [Ω0] such that Θ ≥ βY [Y ] for some
βY > 0, and Θ satisfies the degenerate cone condition in the sense of Definition 1.
Let Ξ = Θ− βY

2 [Y ]+ βY

2 χY ∈ [Ω0]. Then exists an ε4.1 > 0 such that T := (1−ε4.1)Ξ
also satisfies the degenerate cone condition on M \Y . Indeed, this statement is easily
deduced (going back to Ωt whose limit is Θ) from Lemma 3.2.

With the same notation as Proposition 4.1 (with β = (1−ε4.1)βY /2), let c < c4.1,
Ec(T ) = {x ∈ M | ν(T, x) ≥ c} and Z = Ec(T ) ∪ Y . Clearly, Z is G-invariant. By
Proposition 4.1, the following is enough.

Lemma 4.4. There exists a neighbourhood U of Z and a Kähler metric ΩU = Ω0 +√−1∂∂̄ψU such that

nΩn−1
U −

n−1∑

k=1

ckkχn−kΩk−1
U > 0.

Proof. If Z is smooth, then we are done by applying Lemma 4.3 to each connected
component. In general, Z need not be smooth. Using a canonical resolution of sin-
gularities (as in [BM99, KOL07]) there exists a π : M̃r

πr−→ M̃r−1 . . .
π1−→ M0 = M

obtained by successive blowups along smooth G-invariant (with respect to the lifted
action) centres such that the proper transform Z̃r of Z is smooth. Note that the in-
duction hypothesis is met for every M̃i. Firstly, we argue that it is enough to assume
that r = 1. In the general case, Lemma 4.5 shows that the numerical condition is
satisfied on each M̃k (and hence in particular, also on Z̃r and each of the centres
πk(Ẽk), where Ẽk are the exceptional divisors). By the discussion below, one starts
by constructing a Kähler metric on a neighbourhood Ũr of Z̃r in M̃r satisfying the
cone condition. We then proceed recursively. Having constructed a Kähler metric in
the nieghbourhood Ũk of Z̃k, one takes the push forward of the restriction of the
metric on πk(Ũk \ Ẽk), and then again by the discussion below, one glues this metric
to a metric in the neighbourhood of πk(Ẽk) to obtain a Kähler metric satisfying the
cone condition in the neighbourhood of Z̃k−1. Eventually, we obtain a Kähler metric
satisfying the cone condition in a neighbourhood of Z.

In view of the remarks above, we now assume that r = 1, that is, E := π(Ẽ)
consists of only one smooth subvariety. It is a standard fact that [π∗Ω0] − t[Ẽ] is a
G-invariant class on M̃ for all 0 < t << 1. In fact, if h is a hermitian metric on [Ẽ],
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then for some C >> 1, Ω̃0 := π∗Ω0 +C−1
√−1∂∂̄ log h is a Kähler metric on M̃ . For

A >> 1, we let
{

Ω̃s = (1 + As)π∗Ω0 + As2Ω̃0

χ̃s := π∗χ + s2Ω̃0.

To apply our induction hypothesis, we need the following Lemma.

Lemma 4.5. There exists an A >> 1, such that for all s << 1, and all G-invariant
subvarieties Ṽ ⊂ M̃ of co-dimension p, we have

∫

Ṽ

((
n

p

)
Ω̃n−p

s −
n−1∑

k=p

ck

(
k

p

)
χ̃n−k

s Ω̃k−p
s

)
≥ ε

4

(
n

p

)∫

Ṽ
Ω̃n−p

s .

We defer the proof of the Lemma, and first use it to complete the proof of Lemma 4.4.
By the above Lemma and Lemma 4.3, for all s << 1, there exists a neighbourhood
W̃1 of Z̃ and a Kähler metric Ω̃W̃1

= Ω̃s +
√−1∂∂̄ψ̃W̃1

satisfying

n
(
1 − ε

7

)
Ω̃n−1

W̃1
−

n−1∑

k=1

ckkχ̃n−k
s Ω̃k−1

W̃1
> 0.

Similarly, there exists a neighbourhood W̃2 of Ẽ and a Kähler metric Ω̃W̃2
= Ω̃s +√−1∂∂̄ψ̃W̃2

satisfying

n
(
1 − ε

7

)
Ω̃n−1

W̃2
−

n−1∑

k=1

ckkχ̃n−k
s Ω̃k−1

W̃2
> 0.

As in [CHEN21], we can glue (appropriate modifications of) these metrics to get a
Kähler metric Ω̃Ũ = Ω̃s +

√−1∂∂̄ψ̃Ũ on a neighbourhood Ũ of Z̃ ∪ E satisfying

n
(
1 − ε

8

)
Ω̃n−1

Ũ
−

n−1∑

k=1

ckkχ̃n−k
s Ω̃k−1

Ũ
> 0.

So on W1 := π(Ũ \ Ẽ) we have that

n
(
1 − ε

8

)
(π−1)∗Ω̃n−1

Ũ
−

n−1∑

k=1

ckkχn−k(π−1)∗Ω̃k−1
Ũ

> 0.

Note that ψW1 := ψ̃Ũ ◦ π−1 is a bounded function, and moreover,

(π−1)∗Ω̃Ũ = Ω0 + As(Ω0 + s(π−1)∗Ω̃0) +
√−1∂∂̄ψW1 .

Now let

ΩW1 :=
(π−1)∗Ω̃Ũ

1 + As + As2
= Ω0 +

√−1∂∂̄
(AC−1s2π∗ log |τ |2h + ψW1

1 + As + As2

)
,
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where τ is the defining section of Ẽ. We claim that if s is chosen sufficiently small,
then ΩW1 also satisfies the cone condition. This has to be done a bit carefully since
ΩW1 also depends on s. But we notice that

(1 + As + As2)n−1
(
n
(
1 − ε

16

)
Ωn−1

W1
−

n−1∑

k=1

ckkχn−kΩk−1
W1

)
= n

(
1 − ε

8

)
(π−1)∗Ω̃n−1

Ũ

−
n−1∑

k=1

ckkχn−k(π−1)∗Ω̃k−1
Ũ

+
ε

16
(π−1)∗Ω̃n−1

Ũ

−
n−1∑

k=1

ckk[(1 + As + As2)n−k − 1]χn−k(π−1)∗Ω̃k−1
Ũ

.

Now if we choose (and fix) an s << 1 such that for all k = 1, · · · , n − 1, (1 + As +
As2)n−k − 1 ≤ ε

16 , then we have that

n
(
1 − ε

16

)
Ωn−1

W1
−

n−1∑

k=1

ckkχn−kΩk−1
W1

> 0.

Since π(Ẽ) is smooth, again by induction hypothesis, we obtain a neighbour-
hood W2 of π(Ẽ) and a Kähler metric ΩW2 = Ω0 +

√−1∂∂̄ψW2 satisfying the cone
condition

n
(
1 − ε

16

)
Ωn−1

W2
−

n−1∑

k=1

ckkχn−k(π−1)∗Ωk−1
W2

> 0.

For a large constant B, we let

ψU := m̃ax
(AC−1s2π∗ log |τ |2h + ψW1

1 + As + As2
+ B, ψW2

)

on U = W1 ∪ W2. Here m̃ax is the regularized maximum. The resulting metric
ΩU := Ω0 +

√−1∂∂̄ψU satisfies the required cone condition completing the proof of
Lemma 4.4, and hence of Theorem 1.3, subject to proving Lemma 4.5. ��

We end the section by proving Lemma 4.5.

Proof of Lemma 4.5. Note that V = π(Ṽ ) will also be G-equivariant, and so by our
hypothesis,

∫

Ṽ

((
n

p

)
(1 − ε)(1 + As)n−pπ∗Ωn−p

0

−
n−1∑

k=p

ck

(
k

p

)
((1 + As)π∗χ)n−k((1 + As)π∗Ω0)k−p

)

= (1 + As)n−p

∫

V

((
n

p

)
(1 − ε)Ωn−p

0 −
n−1∑

k=p

ck

(
k

p

)
χn−kΩk−p

0

)
≥ 0.
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Hence it suffices to prove that

∫

Ṽ

((
n

p

)
(1 − ε

4
)Ω̃n−p

s −
n−1∑

k=p

ck

(
k

p

)
χ̃n−k

s Ω̃k−p
s

)

≥
∫

Ṽ

((
n

p

)
(1 − ε

2
)(1 + As)n−pπ∗Ωn−p

0

−
n−1∑

k=p

ck

(
k

p

)
((1 + As)π∗χ)n−k((1 + As)π∗Ω0)k−p

)
.

Since the integrals are only dependent on the cohomology classes, exactly as in
[CHEN21], we replace Ω0 by a more suitable metric to carry out the above estimate.
By assumption E = π(Ẽ) is a smooth complex sub-variety of dimension q, and
hence by Lemma 4.2 there exists a neighbourhood U of E and a Kähler form
ΩU = Ω0 +

√−1∂∂̄ψU such that

n
(
1 − 3ε

4

)
Ωn−1

U −
n−1∑

k=1

ckkχn−kΩk−1
U > 0.

Note that for any q,

(
n

q

)(
1 − 3ε

4

)
Ωn−q

U −
n−1∑

k=q

ck

(
k

q

)
χn−kΩk−q

U > 0. (4.12)

On M̃ \ Ẽ, Ω̃0 = π∗Ω0 + C−1
√−1∂∂̄ log |τ |2h, where τ is the defining section of Ẽ.

We then let ψ1 be the regularised maximum of ψU and C−1 log |τ |2h + C ′ for some

C ′ >> 1. Then Ω1 = Ω0 +
√−1∂∂̄ψ1 is Kähler on M , and Ω1

∣∣∣
U ′

= ΩU

∣∣∣
U ′

for some

U ′ ⊂⊂ U . We then let

Ω̃1,s := (1 + As)π∗Ω1 + As2Ω̃0

It is enough to prove the following:
(

n

p

)
(1 − ε

4
)
(
Ω̃n−p

1,s − (1 + As)n−pπ∗Ωn−p
1

)

≥
n−1∑

k=p

ck

(
k

p

)(
χ̃n−k

s Ω̃k−p
1,s − ((1 + As)π∗χ)n−k((1 + As)π∗Ω1)k−p

)
(4.13)

We first focus on points x ∈ π−1(U ′). Note that in this region Ω1 satisfies (4.12).
Also for calculations in the region π−1(U ′), it is more convenient to work with χ̃1,s :=
(1 + As)π∗χ + s2Ω̃0. Since χ̃1,s ≥ χ̃s, it suffices to prove that for all x ∈ π−1(U ′),
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(
n

p

)
(1 − ε

4
)
(
Ω̃n−p

1,s − (1 + As)n−pπ∗Ωn−p
1

)

≥
n−1∑

k=p

ck

(
k

p

)(
χ̃n−k

1,s Ω̃k−p
1,s − ((1 + As)π∗χ)n−k((1 + As)π∗Ω1)k−p

)
. (4.14)

We call the term on the left as L and the term on the right as R, and expand:

L − R =
(

n

p

)
(1 − ε

4
)

n∑

q=p+1

(
n − p

n − q

)
(1 + As)n−qπ∗Ωn−q

1 (As2Ω̃0)q−p

−
n−1∑

k=p

n−k∑

a=0

k−p∑

b=0

ck

(
k

p

)(
n − k

a

)(
k − p

b

)
Ak−p−b

(1 + As)a+b(π∗χ)a(π∗Ω1)b(s2Ω̃0)n−p−a−b

+
n−1∑

k=p

ck

(
k

p

)
((1 + As)π∗χ)n−k((1 + As)π∗Ω1)k−p

=
(

n

p

)
(1 − ε

4
)

n∑

q=p+1

(
n − p

n − q

)
(1 + As)n−qπ∗Ωn−q

1 (As2Ω̃0)q−p − S0 − S1

+
n−1∑

k=p

ck

(
k

p

)
((1 + As)π∗χ)n−k((1 + As)π∗Ω1)k−p,

where S0 are the terms in the triple summation with a = 0 (and hence is a double
summation), while S1 is the triple summation with a ≥ 1. By changing variable
b = n − q, ans switching the order of the summations, we can rewrite

S0 =
n∑

q=p+1

( n−1∑

k=n−(q−p)

ck

(
k

p

)(
k − p

n − q

)
Ak−n

)
(1 + As)n−q(π∗Ω1)n−q(As2Ω̃0)q−p.

Now choose A >> 1, such that for q = p + 1, · · · , n,

n−1∑

k=n−(q−p)

ck

(
k

p

)(
k − p

n − q

)
Ak−n ≤ ε

4

(
n

p

)(
n − p

n − q

)
.

Note that this can be done since k − n ≤ −1. Combining with the above, we then
obtain

L − R ≥
(

n

p

)
(1 − ε

2
)

n∑

q=p+1

(
n − p

n − q

)
(1 + As)n−qπ∗Ωn−q

1 (As2Ω̃0)q−p − S1

+
n−1∑

k=p

ck

(
k

p

)
((1 + As)π∗χ)n−k((1 + As)π∗Ω1)k−p.
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We now focus on S1. We change indices: b = l − q and a = n − l. Then

S1 =
n−1∑

k=p

n−1∑

l=k

l∑

q=l−(k−p)

ck

(
k

p

)(
n − k

n − l

)(
k − p

l − q

)
Ak−l

(1 + As)n−q(π∗χ)n−l(π∗Ω1)l−q(As2Ω̃0)q−p

=
n−1∑

q=p

n−1∑

l=q

l∑

k=l−(q−p)

ck

(
k

p

)(
n − k

n − l

)(
k − p

l − q

)
Ak−l

(1 + As)n−q(π∗χ)n−l(π∗Ω1)l−q(As2Ω̃0)q−p

Let Q0 be the term when k = l in the innermost summation, and Q1 be the rest.
One can choose A >> 1 (independent of s) such that for each q = p, · · · , n − 1, and
for each l = q, · · · , n − 1,

l−1∑

k=l−(q−p)

ck

(
k

p

)(
n − k

n − l

)(
k − p

n − q

)
Ak−l(1 + As)n−q(π∗χ)n−l(π∗Ω1)l−q(As2Ω̃0)q−p

= A−1
l−1∑

k=l−(q−p)

ck

(
k

p

)(
n − k

n − l

)(
k − p

n − q

)
Ak−l+1

(1 + As)n−q(π∗χ)n−l(π∗Ω1)l−q(As2Ω̃0)q−p

≤ ε

4n2

(
n

p

)(
n − p

n − q

)
(1 + As)n−qπ∗Ωn−q

1 (As2Ω̃0)q−p,

so that summing over q and l, we have that

Q1 ≤
(

n

p

)
ε

4

n∑

q=p+1

(
n − p

n − q

)
(1 + As)n−qπ∗Ωn−q

1 (As2Ω̃0)q−p,

and hence

L − R ≥
(

n

p

)
(1 − 3ε

4
)

n∑

q=p+1

(
n − p

n − q

)
(1 + As)n−qπ∗Ωn−q

1 (As2Ω̃0)q−p − Q0

+
n−1∑

l=p

cl

(
l

p

)
((1 + As)π∗χ)n−l((1 + As)π∗Ω1)l−p

Note that
(

n

q

)(
l

p

)(
l − p

l − q

)
=

(
n

p

)(
n − p

n − q

)(
l

q

)
,
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and so

Q0 −
n−1∑

l=p

ck

(
l

p

)
((1 + As)π∗χ)n−l((1 + As)π∗Ω1)l−p

=
n−1∑

q=p+1

n−1∑

l=q

cl

(
l

p

)(
l − p

l − q

)
(1 + As)n−q(π∗χ)n−l(π∗Ω1)l−q(As2Ω̃0)q−p

≤
n∑

q=p+1

n−1∑

l=q

cl

(
l

p

)(
l − p

l − q

)
(1 + As)n−q(π∗χ)n−l(π∗Ω1)l−q(As2Ω̃0)q−p

=
n∑

q=p+1

(
n−p
n−q

)(
n
p

)
(
n
q

)
( n−1∑

l=q

cl

(
l

q

)
(π∗χ)n−l(π∗Ω1)l−q

)
(1 + As)n−q(As2Ω̃0)q−p

≤
(

n

p

)(
1 − 3ε

4

) n∑

q=p+1

(
n − p

n − q

)
(π∗Ω1)n−q(1 + As)n−q(As2Ω̃0)q−p.

To recap, for any x ∈ π−1(U ′), we have verified that (4.14), and hence (4.13), holds.
To complete the proof, we consider the points in the set M̃ \ π−1(U ′). We now

go back to working with χ̃s and prove the inequality in (4.13) directly. On this set,
π is a bi-holomorphism and hence for some uniform C (independent of s, so long as
s < 1),

C−1π∗χ ≤ π∗Ω1 ≤ Cπ∗χ

C−1π∗χ ≤ Ω̃0 ≤ Cπ∗χ.

Consider the difference of the two sides in (4.13). The O(1) terms (as s → 0) cancel
out, and the leading term (or the O(s) term) is given by s

As

n−1∑

k=p

ck(n − k)
(

k

p

)
(π∗χ)n−k((1 + As)π∗Ω1)k−p,

which is strictly positive since at least one of ck is strictly positive and others are
non-negative. The rest of the terms are O(s2) (since they contain at least one copy
of s2Ω̃0), and hence for all s < s0, where s0 only depends on the constant C above,
the difference of the two sides in (4.13) is positive. ��

5 Proof of Theorem 1.1

In this section, we prove Theorem 1.1. In particular, we assume that the (non-
uniform) numerical condition holds, i.e., for any subvariety V ⊂ M ,

∫

V

((
n

p

)
[Ω0]n−p −

n−1∑

k=p

ck

(
k

p

)
[χn−k] · [Ωk−p

0 ]
)

> 0. (5.1)
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We prove Theorem 1.1 by induction on n = dim(M) just as in the case of Theo-
rem 1.3. For n = 1, the result is trivial. Assume that it holds for 1, 2, . . . , n − 1.
Proposition 4.1 shows that the proof of Theorem 1.3 carries over verbatim provided
we prove the following stronger version of Lemma 4.4.

Proposition 5.1. Let Z ⊂ M be a closed analytic subset. Assume the (non-
uniform) numerical condition (5.1) holds. Then there exists a neighbourhood U
of Z and a Kähler metric ΩU = Ω0 +

√−1∂∂̄ψU on U such that

nΩn−1
U −

n−1∑

k=1

kckχ
n−kΩk−1

U > 0.

To prove Proposition 5.1, we first prove a lemma that is similar to, but stronger
than Lemma 4.2.

Lemma 5.1. Let Z ⊂ M be a smooth m-dimensional subvariety. Let Ω0 and χ

be Kähler forms on M . Suppose there exists a smooth Kähler form ωZ = Ω0

∣∣∣
Z

+
√−1∂∂̄ψZ on Z such that

ωm
Z −

m−1∑

j=0

bjχ
m−jωj

Z > 0.

Then there exists a neighbourhood U of Z, a smooth function ψU : U → R such
that the smooth form ΩU = Ω0 +

√−1∂∂̄ψU is Kähler and satisfies

nΩn−1
U −

n−1∑

k=1

kckχ
n−kΩk−1

U > 0

on U . In particular, ΩU satisfies the cone condition on U .

Proof. Let dist(., Z) be the distance (with respect to some Kähler metric on M) to
Z and ψ′ the extension of ψ (as in the proof of Lemma 4.2) to a neighbourhood of
Z. Then, for a large enough constant C, ψ̃ = ψ′ + Cdist(., Z)2 is a smooth function
in a neighbourhood U of Z satisfying the desired conditions. ��
Using this lemma, the induction hypothesis, and the proof of Lemma 4.3, we see
that the following non-uniform version of Lemma 4.3 holds.

Lemma 5.2. Let Z ⊂ M be a smooth sub-variety of dimension m < n. Assuming
the (non-uniform) numerical condition (5.1), there exists a neighbourhood U of Z
and a Kähler metric ΩU = Ω0 +

√−1∂∂̄ψU on U such that

nΩn−1
U −

n−1∑

k=1

ckkχn−kΩk−1
U > 0.

We only need to observe that the quantity aZ in the proof of Lemma 4.3 is still
positive, and that we can apply the same argument with εZ = aZ/2. Now we proceed
to prove Proposition 5.1.
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5.1 Proof of Proposition 5.1. We induct on the maximal dimension m < n
over all irreducible components of Z. For m = 0, we have isolated points, for which
the proposition is trivially true. Assume it is true for 0, 1, 2 . . . , m−1. Removing the
isolated points of Z, without loss of generality, we may assume that the dimension
of every irreducible component of Z is ≥ 1.

As in the proof of Theorem 1.3, we resolve Z to a disjoint union of smooth
manifolds Z̃ = Zr via a sequence of r blowups M1, M2 . . . at smooth centres Ci ⊂
Zi where Zi are proper transforms. Let π : Z̃ → Z be the projection map with
π−1(Zsing) = E as the union of all the exceptional divisors Ei. There exists an ample
line bundle L over M . For some large N , the bundle LN has a holomorphic section
SY whose zero locus Y is a smooth connected hypersurface such that Y1 = Y ∩ Z
is a divisor in Z1. Let N also be so large that L̃i = π∗LN ⊗ [−Ei] ⊗ [−Ei−1] . . . is
an ample line bundle over Mi for all 1 ≤ i ≤ r. Let h be a metric on L (over M) of
positive curvature Fh and hi be metrics on [−Ei] such that Fhi

≥ − N
10rπ∗

i Fh and is
positive when restricted to Ei. Then Hi = π∗

i h
N ⊗Πjhj is a metric on L̃i of positive

curvature FHi
. Denote by Ω̃0 the Kähler form π∗Ω0 +C−1FHr

for a sufficiently large
C.

Now define χ̃s := π∗χ + s5nΩ̃0 for 1 ≥ s ≥ 0, and

ãs,s0 =

∫
M̃ (χ̃n

s − χ̃n
s0

)∫
M̃ π∗χn

. (5.2)

Note that χ̃s ≤ CχΩ̃0 for some Cχ > 0 independent of 0 ≤ s ≤ 1. We fix ε̃ and
s0 < 1 for the remainder of this paper so that χ̃s0 is Kähler for all 0 < s < s0 and
the following hold for all 0 < s < s0 and 0 ≤ t ≤ 1.

200ãs,s0 >
fm

4n
, and

χ̃s0 − χ̃ s0
2

− ε̃N
π∗Fh|π∗SY |2hN

|π∗SY |2hN + t2
≥ 0, (5.3)

where fm is as in 1.3.
Our first step is to state and prove another concentration of mass result (like The-
orem 3.1). We need the following definitions, which generalise Definition 1 in two
directions, namely allowing powers of arbitrary order, and allowing χ to be possibly
only semi-positive.

Definition 2. Let Θ be a closed, positive (1, 1) current and χ a Kähler form on an
n-dimensional Kähler manifold. We say that Θ satisfies the (ε, n − p)-uniform cone

1 Indeed, if dim(Z) = 1, then for large N , Y ∩Z is a non-empty collection of points and is hence a
divisor in Z. If dim(Z) ≥ 2, then since dim(Y )+dim(Z) > dim(M) the analytic set Y ∩Z is a union
of connected subvarieties by the Fulton-Hansen connectedness theorem. Hence, if we ensure that
there exists a Y that intersects every component of Z in at least one smooth point transversally,
we are done by Bertini’s theorem.
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condition (0 ≤ p ≤ n):

(
n

p

)
(1 − ε)Θn−p −

n−1∑

k=p

ck

(
k

p

)
χn−kΘk−p ≥ 0, (5.4)

if for any coordinate chart U with Θ
∣∣∣
U

=
√−1∂∂̄ϕU , on Uδ := {x ∈ M | B(x, δ) ⊂

U} (where B(x, δ) is a coordinate Euclidean ball of radius δ centred at x), we have

(
n

p

)
(1 − ε)(

√−1∂∂̄ϕU,δ)n−p(x) −
n−1∑

k=p

ckkχn−k
0 (

√−1∂∂̄ϕU,δ)k−p(x) ≥ 0,

for any Kähler metric χ0 on U with constant coefficients satisfying χ0 ≤ χ on B(x, δ).
Here ϕU,δ are the mollifications of ϕU as before.

Note that in particular, Definition 1 defines an (ε, n − 1)-uniform cone condition.

Definition 3. Let Θ be a closed, positive (1, 1)-current and χ be a semi-positive
smooth closed (1, 1)-form on a Kähler manifold of dimension n. We say that Θ
satisfies the (n − p)-degenerate strong cone condition

(
n

p

)
Θn−p −

n∑

k=1

ck

(
k

p

)
χn−kΘk ≥ 0, (5.5)

if there exist positive sequences εi, μi, νi, γi → 0 and a smooth Kähler form Ω̃0, such
that the closed positive current Θi = Θ(1 + γi) + μiΩ̃0 satisfies the (εi, n)-uniform
cone condition with respect to the Kähler form χi = χ + νiΩ̃0 for every i.

Remark 5.1. It is easy to see that for a smooth current Θ, Definition 3 is equivalent
to the usual pointwise definition. It is also not hard to see that Definition 3 generalises
Definition 1.

Recall that Y ⊂ M is an ample divisor such that Y intersects every irreducible
component of Z in a divisor. Define Ỹ = π−1Y ∩ Z̃ and Ẽ = E ∩ Z̃. Note that Ỹ
and Ẽ are divisors in Z̃. In fact, E intersects Z̃ in simple normal crossings. Denote
π∗χ by χ̃. Once again, as in equation (4.6), for m < n and j = 0, · · · , m − 1,we let

bj :=
cj+n−m

(
j+n−m
n−m

)
(

n
m

) . (5.6)

Proposition 5.2. There exists a constant β′ > 0 and a current Θ ∈ [π∗Ω0] on
Z̃ such that Θ ≥ 2β′[Ỹ ] and Θ satisfies the following m-degenerate strong cone
condition (in the sense of Definition 3):

Θm −
m−1∑

j=0

bjπ
∗χm−jΘj ≥ 0.
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To this end, we first need the following general lemma regarding the cone condi-
tion. This is a stronger (i.e. degenerate) version of Lemma 3.2.

Lemma 5.3. Let Z̃ be an m-dimensional Kähler submanifold of an n-dimensional
Kähler manifold, and for 0 ≤ j ≤ m−1, let bj ≥ 0 such that

∑
j bj > 0. Furthermore,

let Ω, χ ≥ 0 be smooth forms such that for all 0 ≤ p ≤ m−1, the following point-wise
inequality is satisfied at a point x ∈ Z̃:

1
(1 + 2ε)2

Ωm−p(x) −
m−1∑

j=p

(
j
p

)
(
m
p

)bjχ
m−jΩj−p(x) ≥ 0. (5.7)

Assume that χ(x) ≤ CχΩ̃0(x) for some Cχ > 0. Then there exists an s′
0 = s′

0(Cχ, m,
bj , ε) such that for all s < s′

0, the following point-wise inequality holds at x:

1
(1 + ε)2

(Ω(1 + 10s) + 10s2Ω̃0)m(x)

−
m−1∑

j=0

bj(χ + s5nΩ̃0)m−j(Ω(1 + 10s) + 10s2Ω̃0)j(x) ≥ 0, (5.8)

Proof. The left hand side of Inequality 5.8 can be written as P + Q, where :

P :=
1

(1 + 2ε)2
(Ω(1 + 10s) + 10s2Ω̃0)m −

m−1∑

j=0

bjχ
m−j(Ω(1 + 10s) + 10s2Ω̃0)j

Q :=
(

1
(1 + ε)2

− 1
(1 + 2ε)2

)
(Ω(1 + 10s) + 10s2Ω̃0)m

−
m−1∑

j=0

m−j−1∑

h=0

bj

(
m − j

h

)
χhs5n(m−j−h)Ω̃m−j−h

0 (Ω(1 + 10s) + 10s2Ω̃0)j . (5.9)

We first prove that P ≥ 0. In the following calculation, by definition
(
n
r

)
= 0 when

r > n.

P =
m∑

p=0

(10s2)pΩ̃p
0

1
(1 + 2ε)2

(
m

p

)
Ωm−p(1 + 10s)m−p

−
m−1∑

j=0

bjχ
m−j

j∑

p=0

(10s2)pΩ̃p
0

(
j

p

)
Ωj−p(1 + 10s)j−p

≥
m∑

p=0

(10s2)p(1 + 10s)m−pΩ̃p
0

(
1

(1 + 2ε)2

(
m

p

)
Ωm−p −

m−1∑

j=0

bjχ
m−j

(
j

p

)
Ωj−p

)

≥ 0,

using Inequalities 5.7.
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Next, we prove that Q ≥ 0, thus completing the proof of Lemma 5.3. To begin with,
since χ ≤ CχΩ̃0, and 5m ≤ 5n(m − j − h) for all 0 ≤ h ≤ m − j − 1, assuming that
s < 1 we get the following inequality.

Q ≥
(

1
(1 + ε)2

− 1
(1 + 2ε)2

)
(Ω(1 + 10s) + 10s2Ω̃0)m

−
m−1∑

j=0

m−j−1∑

h=0

bj

(
m − j

h

)
Ch

χs5mΩ̃m−j
0 (Ω(1 + 10s) + 10s2Ω̃0)j .

We continue simplifying further to get the following (using s < 1).

⇒ Q ≥
m−1∑

j=0

(Ω(1 + 10s) + 10s2Ω̃0)j(s2Ω̃0)m−j

((
1

(1 + ε)2
− 1

(1 + 2ε)2

)
10m−j

−
m−j−1∑

h=0

bj

(
m − j

h

)
Ch

χs3m

)

≥ 0, (5.10)

for sufficiently small s (depending only on Cχ, m, bj , ε). ��
Now we prove Proposition 5.2.

Proof. For 0 < t < 1, the Kähler classes [Ωt] := (1 + t)[Ω0] satisfy the uniform
numerical criteria (with the ε possibly depending on t). Then by Lemma 4.5, there
exists At > 0 and s0

2 > st > 0 such that the classes (1 + Ats)[π∗Ωt] + Ats
2[Ω̃0] and

[χ̃s,t] := [π∗χ]+s2[Ω̃0] satisfies the uniform numerical criteria for all s < st < s0
2 < 1.

In particular, the uniform numerical criteria are satisfied with [χ̃s,t] replaced by [χ̃s].
Now let st := st(1−e−t)

2At
, and [Ω̃st

] := (1+Atst)[π∗Ωt]+Ats
2
t [Ω̃0]. Then [Ω̃st

] and [χ̃st
]

satisfy the uniform numerical criteria (where once again the uniformity might depend
on t). Consider

Bst
:=

∫
M̃

(
[Ω̃st

]n − ∑n−1
j=1 cjχ̃

n−j
st [Ω̃st

]j − χ̃n
s0

+ χ̃n
st

)

∫
M̃ χ̃n

st

.

Note that Bst
can be negative but since by assumption st < s0

2 for all 0 < t < 1, we
see that

Bst
≥ ast,s0 >

fm

4n200
, (5.11)

where fm is as in (1.2).
Next, as before, we construct some model forms that concentrate on Ỹ . We let

η̃t = χ̃s0 + ε̃
√−1∂∂̄ log(|π∗S|2π∗hN + t2).
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We then find a metric Ω̃st
∈ [Ω̃st

] on M̃ solving

Ω̃n
st

=
n−1∑

j=1

cjχ̃
n−j
st

Ω̃j
st

+ ftχ̃
n
st

, (5.12)

where ft := η̃n
t

χ̃n
st

− 1 + Bst
. Indeed, noting that

∫

M̃
Ω̃n

st
≤

∫

M̃
2n((1 + t)nπ∗Ωn

0 (1 + Atst)n + An
t s2n

t Ω̃n
0 ),

and using Inequality 5.11, we see that ft satisfies the conditions in Theorem 1.3 for
all 0 < t << 1.

Moreover, since the uniform positivity criteria are satisfied for every 0 < t < 1, by
Theorem 1.3, there exists a smooth solution of 5.12 for all 0 < t << 1. By Lemma 2.1
we see that the cone condition is met by Ω̃st

with respect to χ̃st
. Choose a positive

sequence γi → 0. There exists a sequence δi > 0 such that the (2δi, n)-uniform cone
condition is satisfied by Ω̃st

(1+γi) with respect to χ̃st
. Lemma 5.3 shows that there

exists a positive sequence μi converging to 0 such that εi-cone condition is satisfied
by Ω̃st

(1+γi)(1+10μi)+10μ2
i Ω̃0 with respect to χ̃st

+μ5n
i Ω̃0 for some εi depending

explicitly on δi. Denote a weak limit of Ω̃st
by Θ. Then arguing just as in the proof

of Theorem 3.1, it is easily seen that Θ(1 + γi)(1 + 10μi) + 10μ2
i Ω̃0 satisfies the

(εi, m)-uniform cone condition with respect to the Kähler form π∗χ + μ5n
i Ω̃0 as in

Definition 2, and hence Θ satisfies the m-degenerate strong cone condition as in
Definition 3.

To complete the proof of the Proposition, it is then enough to prove the following
analogue of Lemma 3.1 to prove that any weak limit Θ of Ω̃st

|Z satisfies Θ ≥ 2β′[Ỹ ].

Lemma 5.4. For any y ∈ Ỹ , there exists a neighbourhood U and a constant βU > 0
such that for all t << t0,

∫

U∩Vt

Ω̃st
∧ χ̃m−1

s0
> βU ,

where as before, Vt = {|S|hN < t}.

The proof proceeds exactly as in Lemma 3.1. The key observation is that χ̃s0 is
Kähler throughout Z̃, and hence the argument in proof of Lemma 2.1 in [DP01]
implies that for each y ∈ Ỹ there exists a neighbourhood U and a constant β(U)
such that

∫

U∩Vt

η̃t ∧ χ̃m−1
s0

> β(U).
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Now, since Ω̃st
satisfies

nΩ̃n−1
st

−
n−1∑

k=1

kckχ̃
n−k
st

Ω̃k−1
st

≥ 0,

we see that

Ω̃m
st

−
m−1∑

j=0

bjχ̃
m−j
st

Ω̃j
st

≥ 0

when restricted to Z̃.
��

Akin to the proof of Proposition 5.2, denote by Ω̃s the form π∗Ω0(1 + 10s) +
10s2Ω̃0. We now use Proposition 5.2 to prove a similar proposition (with more pos-
itivity in some sense).

Proposition 5.3. There exist constants β′′ > 0, K > 1, ε > 0 and s′
0 < s0/2 such

that for all s < s′
0, there exists a Kähler current Ts ∈ [Ω̃s] on Z̃ with the following

properties.

(1) T ′
s = Ts − 250εΩ̃0 ≥ β′[Ỹ ] + β′′[Ẽ] + Ω̃0

K . In particular, Ts and T ′
s have Lelong

numbers at least min(β′, β′′) along Ỹ ∪ Ẽ.
(2) For all c > 0, the Lelong sublevel set Ec(Ts) ⊂ E c

3
(Θ) ∪ Ỹ ∪ Ẽ.

(3) T ′
s satisfies the following degenerate cone condition (in the sense of Definition 1)

away from Ỹ ∪ Ẽ:

1
(1 + ε)2

(T ′
s)

m −
m−1∑

j=0

bjχ̃
m−j
s (T ′

s)
j ≥ 0.

Proof of Proposition 5.3. Let sE be an induced section over M̃ of [E] defining E. For
small enough β′′, we can easily see that the current T0 = Θ−β′√−1∂∂̄ ln |π∗SY |2hN +
β′′√−1∂∂̄ ln |sE |2⊗h−1

i

is Kähler throughout Z̃ and satisfies T ′
0 = T0 − 250ε0Ω̃0 ≥

β′[Ỹ ] + β′′[Ẽ] + Ω̃0
K for constants ε0 > 0 and K > 1. In fact, going back to Ω̃st

in the
proof of Proposition 5.2, we see that

Ω̃′
t := Ω̃st

− 250εΩ̃0 − β′√−1∂∂̄ ln |π∗SY |2hN + β′′√−1∂∂̄ ln |sE |2⊗h−1
i

≥ Ω̃st
+

Ω̃0

K

for all ε < ε0 and all 0 < t < 1 away from Ỹ . Using Lemma 3.2, we see that Ω̃′
t

satisfies the following cone condition pointwise on Z̃ \ (Ỹ ∪ Ẽ).

1
(1 + 4ε)2

(Ω̃′
t)

m −
m−1∑

j=0

bjχ̃
m−j
st

(Ω̃′
t)

j ≥ 0, (5.13)
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for some uniform choice of ε < ε0 and all 0 < t << 1. Since χ̃st
≤ CχΩ̃0 for a

uniform Cχ (independent of t) for all points of M̃ , we can apply Lemma 5.3 (and
monotonicity in Ω) to conclude that there exists s′

0 such that for s < s′
0,

1
(1 + 2ε)2

(Ω̃′′
t,s)

m −
m−1∑

j=0

bjχ̃
m−j
st,s (Ω̃′′

t,s)
j ≥ 0, (5.14)

where Ω̃′′
t,s = Ω̃′

t(1 + 10s) + 10s2Ω̃0 and χ̃st,s = χ̃st
+ s5nΩ̃0.

A weak limit of Ω̃′′
t,s is T ′

s = T ′
0(1 + 10s) + 10s2Ω̃0. Hence, its Lelong sublevel set

Ec(T ′
s) is contained in E c

1+10s
(Θ) ∪ Ỹ ∪ Ẽ. By shrinking s′

0, we may assume that for

all s < s′
0, 1 + 10s < 3

2 and so Ec(T ′
s) ⊂ Ec/3(Θ) ∪ Ỹ ∪ Ẽ. By the reasoning in the

proof of Theorem 3.1, we see that T ′
s satisfies the desired degenerate cone condition.

��
Let c > 0 (independent of s) be a constant such that Ts has a Lelong number

≥ 100c on Ỹ ∪ Ẽ. We now proceed to regularise Ts using the regularised maximum
construction and glue it with a smooth metric (that we produce using the induction
hypothesis) in an appropriately chosen neighbourhood of Ỹ ∪ Ẽ. As before, cover Z̃
with Ω̃0-balls B2r(xi) of radius 2r < 1 such that Bi

r = Br(xi) also cover it and the
following hold.

(1) For every z ∈ Ỹ ∪ Ẽ, there exists an i such that Br/4(z) ⊂ Bi
r where Br/4(z)

is the Ω̃0-ball of radius r
4 around z.

(2) On Bi
2r, there exist holomorphic coordinates such that Ω̃0 =

√−1∂∂̄φi
Ω̃0

, and

|φi
Ω̃0

− |z|2| < εr2,
(
1 − ε

200

)√−1∂∂̄|z|2 ≤ Ω̃0 ≤
(
1 +

ε

200

)√−1∂∂̄|z|2. (5.15)

Define

ε5 = min
(

c,
εcnr2

40

)
,

where as before, cn is given by (4.1). Note that this constant is independent of s.
The subset S = π(Eε5/5(Θ) ∪ Ỹ ∪ Ẽ) ⊂ M is an analytic subset of maximal

dimension < m. Hence, by the induction hypothesis, in a neighbourhood US ⊂ M
of S, there exists a constant 0 < ε1 << ε and a smooth Kähler metric ΩS =
Ω0 +

√−1∂∂̄φS satisfying

1
(1 + 4ε1)2

Ωn−1
S −

n∑

k=1

ckkχn−kΩk−1
S > 0. (5.16)

Here ε1 < ε
3 < 1 is independent of s. Note that more precisely, the induction hypoth-

esis, gives the above inequality without the coefficient (1+4ε1)−2, but since the cone
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condition is pointwise, we can obtain the above inequality, by possibly shrinking US

and compactness. If s < s′
0, then by Proposition 5.3, S contains π(Eε5(Ts) ∪ Ỹ ∪ Ẽ).

Since π∗χ ≤ CχΩ̃0 for a uniform Cχ, we see that Lemma 5.3 is applicable to
Ω = π∗ΩS and χ = π∗χ. Therefore, we get a metric ΩS,s ∈ [π∗ΩS ](1+10s)+10s2[Ω̃0]
satisfying

1
(1 + 2ε1)2

Ωn−1
S,s −

n∑

k=1

ckkχn−kΩk−1
S,s > 0, (5.17)

on π−1(US). Choose s to be (possibly smaller than earlier) that in addition to all
the conditions above, the following condition is met.

(1 + 10s + 10s2)n − 1 <
ε1

200
. (5.18)

We do not require any more conditions on s and hence we stick with this choice for
the remainder of this section.

Let φΘ be a quasi-plurisubharmonic function on Z̃ such that Θ = Ω̃0+
√−1∂∂̄φΘ.

Now denote φTs
= (φΘ−β′ ln |π∗SY |2hN +β′′ ln |sE |2⊗hi

)(1+10s). Define a plurisubhar-
monic function φi

δ,s as the δ-smoothing of φTs
+(1−100ε)φi

Ω̃0
. It is clearly well-defined

on B̄i
9r/5.

Remark 5.2. For all sufficiently small 0 < δ < 1 such that there exists a constant
coefficient form χ0 in Bδ(x) satisfying

χ0 ≤ χ̃s ≤ χ0

(
1 +

ε1

1000000n10n

)
,

we see (using the proof of Proposition 5.2 for instance) that the φi
δ,s satisfies the

strict cone condition

1
(1 + 2ε1)2

(
√−1∂∂̄φi

δ,s)(x)m −
m−1∑

j=0

bjχ̃
m−j
s (

√−1∂∂̄φi
δ,s)

j(x) > 0, (5.19)

for all x ∈ Ỹ c ∩ Ẽc away from say, 4δ-neighbourhoods (measured using Ω̃0) from
Ỹ ∪ Ẽ.

Choose δ sufficiently small so that for every x ∈ Z̃, there exists a χ0 as required
in Remark 5.2 on B2δ(x).

We wish to glue (a small modification) of the metric ΩS,s with the φi
δ,s as before.

Choose δ to be small enough so that on all charts Bi, the following holds.

Ω̃s − (Ω̃s),δ + (1 − 100ε)Ω̃0,δ − Ω̃0 ≥ −150εΩ̃0,δ, (5.20)

Now we need to prove that the “refine” Lelong numbers ν(x, δ) of T are somewhat
large near Ỹ ∪ Ẽ. Indeed, the singularity of T near Ẽ is an explicit logarithmic one.
The one near Ỹ is not so explicit. However, Lemma 4.1 implies that for sufficiently
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small δ, the δ-Lelong number νi(x, δ) of φTs
+ (1 − 100ε)φi

Ω̃0
is larger than 5ε5 in

a neighbourhood Oδ ⊂ Ōδ ⊂ π∗US ∩ Z̃ of Ỹ ∩ Ẽ. Choose δ to be so small that a
10δ-neighbourhood (in the Ω̃0 sense) of Ỹ ∪ Ẽ is contained in Oδ.

We can now decrease δ further (if necessary) and define ψs to be the regularised
maximum (at the level εr2

3 ) over the balls B̄i
9/5 of the functions φi

δ,s − φi
Ω̃0

and
φS,s + 3.5 ln δ. Using Proposition 4.1 of [CHEN21], we see that ψs is smooth and
coincides with φS,s + 3.5 ln δ in Oδ. Moreover,

√−1∂∂̄(φi
δ,s − φi

Ω̃0
) + Ω̃s =

√−1∂∂̄φi
Ts,δ

+Ω̃s + (1 − 100ε)
√−1∂∂̄φi

Ω̃0,δ
− Ω̃0

= (Ts),δ + Ω̃s − (Ω̃s),δ + (1 − 100ε)Ω̃0,δ − Ω̃0

≥ (Ts),δ − 150εΩ̃0,δ. (5.21)

By assumption on the smallness of δ, it is a Kähler current throughout Z̃, satisfies
the cone condition away from Oδ. Hence, Ω̃ψs

= Ω̃s +
√−1∂∂̄ψs satisfies

1
(1 + 1.5ε1)2

Ω̃m
ψs

−
m−1∑

j=0

bjχ̃
m−j
s Ω̃j

ψs
> 0, (5.22)

away from Ẽ (and in fact, since ψ coincides with π∗φS in O, these functions descend
to smooth functions on Z and satisfy the cone condition on it).

Now we follow the proof of Lemma 4.4. Extend ψ in the same manner as before
to a neighbourhood and consider ψ′

s = ψs + Cdist(., Z̃)2 in a small neighbourhood
W1 of Z̃ in M̃ such that Ω̃W1 = Ω̃s +

√−1∂∂̄ψ′
s satisfies the following condition.

1
(1 + ε1)2

nΩ̃n−1
W1

−
n−1∑

k=1

ckkχ̃n−k
s Ω̃k−1

W1
≥ 0. (5.23)

The construction of Lemma 5.3 shows the existence of a metric Ω̃W2 on a neigh-
bourhood W2 of E satisfying the same inequality as in 5.23. As in [CHEN21], we
glue (modifications of) these metrics to obtain a metric Ω̃U on a neighbourhood of
Z̃ ∪ E satisfying

1
(1 + 0.5ε1)2

nΩ̃n−1
U −

n−1∑

k=1

ckkχ̃n−k
s Ω̃k−1

U ≥ 0. (5.24)

On, W ′
1 = π(Ũ ∩ Ẽc), the function ψ′

W ′
1,s

= ψ′
s ◦ π−1 is bounded. We define

ψ′′
s :=

ψ′
W ′

1,s

1 + 10s + 10s2
.

Since s satisfies 5.18, we are done by the arguments of the proof of Lemma 4.4.
Given Proposition 5.1, we can follow the proof of Theorem 1.3 to complete the

proof of Theorem 1.1. ��
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