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SI section-1: Device characterization and noise measurement setup:

In our experiment, encapsulated devices (heterostructure of hBN/bilayer graphene(BLG)/hBN/graphite)
were made using standard dry transfer pick-up technique 1. Fabrication of these heterostructure involved
mechanical exfoliation of hBN and graphite crystals on oxidized silicon wafer using the widely used scotch
tape technique. First, a hBN of thickness of ∼ 20 nm was picked up at 90◦C using a Poly-Bisphenol-A-
Carbonate (PC) coated Polydimethylsiloxane (PDMS) stamp placed on a glass slide, attached to tip of a
home build micromanipulator. Now this hBN flake was aligned on top of previously exfoliated BLG. BLG
was picked up at 90◦C. Next step involved the pick up of bottom hBN (∼ 20 nm). This bottom hBN was
picked up using the previously picked-up hBN/BLG following the previous process. This hBN/BLG/hBN
heterostructure was used to pick-up the graphite flake following previous step. Finally, this resulting het-
rostructure (hBN/BLG/hBN/graphite) was dropped down on top of an oxidized silicon wafer of thickness
285 nm at temperature 180◦C. To remove the residues of PC, these final stacks were cleaned in chloroform
(CHCl3) overnight followed by cleaning in acetone and and iso-propyl alcohol (IPA). After this, Poly-
methyl-methacrylate (PMMA) photoresist was coated on this heterostructure to define the contacts region
in Hall probe geometry using electron beam lithography (EBL). Apart from the conventional Hall probe
geometry, we define a region of ∼ 6-8 µm2 area in the middle of BLG flake, which will act as floating
metallic reservoir on edge contact metallization. After EBL, reactive ion etching (mixture of CHF3 and O2

gas with flow rate of 40 sccm and 4 sccm, respectively at 25◦C with RF power of 60W) was used to define
the edge contact. The etching time was optimized such that the bottom hBN does not etch completely to
isolates the contacts from bottom graphite flake, which was used as the back gate. Finally, thermal deposi-
tion of Cr/Pd/Au (3/12/60 nm) was done in a evaporator chamber having base pressure of ∼ 1 − 2 × 10−7

mbar. After deposition, lift-off procedure was performed in hot acetone and IPA. This results into a Hall bar
device along with the floating metallic reservoir connected to the both sides of BLG by the edge contacts.
The schematic of the device and measurement set-up are shown in Fig. 1(b). The distances from the float-
ing contact to the transverse contacts and ground contacts were ∼ 3µm (4µm) and ∼ 6µm (8µm) for D1
(D2), respectively (see Fig. S1 for optical images). All the measurements are done in a cryo-free dilution
refrigerator having base temperature of ∼ 12mK. Though the electron temperatures (T0) were ∼ 30mK and
∼ 40mK for D1 and D2, respectively (see SI section S3). Note that in order to see the robust fractional
states below ν = 1, the D3 device was screened by the both top and bottom graphite gates, and it exhibits
clear QH plateaus for electron as well as hole-like FQH states with vanishing longitudinal resistance Rxx
as shown in Fig. S6. The electrical conductance was measured using standard Lock-in technique where
as the thermal conductance was measured employing noise thermometry based on LCR resonant circuit
at resonance frequency of ∼ 760kHz and amplified by home made preamplifier at 4K followed by room
temperature amplifier, and finally measured by a spectrum analyzer.

Two terminal total resistances (R) of D1, D2 and D3 devices were measured as a function of bottom
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graphite gate voltage (VBG) at zero magnetic field. The measured data is fitted with equation2–4

R = RC +
L

Weµ

√
(n2

0 + (CBG(VBG−VCN )
e )2)

(S1)

where RC , L, W, µ, and e are the contact resistance, length, width, mobility, and electron charge, respec-
tively. Carrier concentration of channel is given by CBG(VBG−VCN )

e with CBG and VCN are the capacitance
per unit area of bottom graphite gate (∼ 20nm hBN) and voltage at the charge neutrality point, respectively.
n0 is the charge inhomogeneity.
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Fig. S 1: Optical image and device characterization. Optical images of D1, D2, and D3 devices are
shown in (a), (b) and (c), respectively. Region of graphene, bottom graphite, and top graphite are marked
by the black, red and blue dashed line respectively. (d,e,f) Two probe gate response is plotted as a function
of bottom graphite gate voltage at 240 mK. Solid circle shows the experimental data and the red curve is
the fit of data in accordance to Eq. (S1). This fit gives the mobility of ∼ 290,000 cm2V −1s−1, ∼ 270,000
cm2V −1s−1 and 100,000 cm2V −1s−1 of D1, D2 and D3 devices, respectively. The high mobility of the
device is necessary to observe fractional states. In these devices, carrier inhomogeneity was found to be
order of 5×109cm−2, which is one order of magnitude smaller than SiO2 gated devices. It should be worth
to mention here that although mobility of D3 (top and bottom graphite gated) is smaller than other two,
carrier inhomogeneity is in D3 was smaller compared to other two devices, and probably this would be the
reason behind the observation of fractional states below integer filling 1.

3



Cold Amplifier 
      (4K)Coaxial line

Coaxial line

Room Temperature
    Amplifier 
      

C = 10 nF 
      

L 
= 

36
5 
μH

    
   

I SD
 

   
   

1 GΩ 
      

 
      

TM 

C
ol

d 
gr

ou
nd

 (C
G

) 
   

   

T0 T0 

 (CG) 
      

Spectrum Analyzer 
      

N 9010 A

S/N 115016

T = 12 mK 
      

L 
= 

36
5 
μH

    
   R

 =
 h

/ν
e2  

    
   

C = 10 nF
 
      

C
 =

 1
25

 p
F

    
   

Cold Amplifier 
      (4K)

Room Temperature
    Amplifier 
      

S/N 115016

Spectrum Analyzer 
      

N 9010 A

Room Temperature
    
      

Base Temperature
    
      

(CG) 
      

Sa
m

pl
e

   
 

   
   

T = 12 mK
 
      

(a)

(b)

 (CG) 
      

 (CG) 
      

60 Ω 
      

 (CG) 
      

Coaxial line

Fig. S 2: Experimental set-up for noise measurement. (a) Schematic of the measurement set-up. The
device was mounted on a chip carrier which was connect to the cold finger fixed to the mixing chamber plate
of dilution refrigerator. The ground contact pins are directly shorted to the cold finger to achieve the cold
ground. The sample was current biased with a 1 GΩ resistor located at the top of dilution fridge. Current
fluctuations measured at contacts located along the reflected current path are converted on chip into voltage
fluctuations using the well defined quantum Hall (QH) resistance R = h/νe2 (as shown schematically in
fig(b)) where ν is the filling factor. The noise signal was amplified with a home made cryogenic voltage
pre-amplifier, which was thermalized to 4K plate of dilution refrigerator. This pre-amplified signal was
then amplified using a voltage amplifier (PR-E3-SMA S/N 115016) placed at the top of the fridge at room
temperature. After second stage of amplification, amplified signal was measured using a spectrum analyzer
(N9010A). All the noise measurements were done using the band width of ∼ 30 kHz. The resonant L//C
tank circuit was built using inductor L of ∼ 365 µH made from a superconducting coil thermally anchored
to the mixing chamber of dilution refrigerator. The parallel C of ∼ 125 pF is the capacitance that develops
along the coaxial lines connecting the sample to the cryogenic pre-amplifier. A ceramic capacitance of 10
nF was introduced between sample and inductor to block the DC current along the measurement line. The
typical input voltage noise and current noise of cryogenic pre-amplifiers were∼ 250 pV/

√
Hz and∼ 20-25

fA/
√
Hz, respectively. (b) The schematic circuit diagram of the measurement setup.
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SI section-2: Gain calibration:

We have estimated the gain of amplification chain from temperature dependent Johnson-Nyquist noise (ther-
mal noise)5. At zero impinging current equilibrium voltage noise spectrum is given by

SV = g2(4kBTR+ V 2
n + i2nR

2)BW (S2)

where g is the total gain of amplification chain, kB the Boltzmann factor and T the temperature, V 2
n and i2n

are the intrinsic voltage and current noise of the amplifier, and BW is the frequency bandwidth. At an integer
quantum Hall plateau, any change in temperature of mixing chamber (MC) plate will only affect the first
term in Eq. (S2), while all other terms are independent of temperature. If one plot the SV

BW as a function of
temperature, the slope of the linear curve will be equal to 4g2kBR. Since at quantum Hall plateau resistance
R is exactly known, one can easily calculate the gain of the amplification chain and from the intercept,
intrinsics noise of amplifier can be found. So the gain g can be calculated using following equation

g =

√(∂( SVBW )
∂T

)( 1

4kBR

)
(S3)

In Eq. (S3),
(
∂
(
SV
BW

)
∂T

)
is the slope of the linear fit.
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Fig. S 3: Gain of the amplification chain. (a) Noise measured at zero bias by spectrum analyzer is plotted
as a function of frequency at different temperature at ν = 3 and similarly for (b) ν = 4. From these plots,
resonance frequency of tank circuit was found to be ∼760 kHZ. The blue curve in both plot shows the noise
data for the base temperature of mixing chamber plate. (c) Symbols represent the plot of noise divided by
bandwidth (BW) at resonance frequency as a function of temperature at ν = 3. Solid red line is the linear
fit of data. Using Eq. (S3) and slope information of this linear fit, calculated gain was found to be equal
to ∼1150. (d) Symbols represent the plot of noise divided by bandwidth (BW) at resonance frequency as
a function of temperature at ν = 4. Solid red line is the linear fit of data and from the slope of this line,
calculated gain was found to be equal to∼1150. From the intercept of these linear fit of ν = 3 and 4, the Vn
and in of amplifier were found to be ∼ 255 pV√

Hz
and ∼ 22 fA√

Hz
, respectively. The extracted gain from both

filling factors are same as expected.
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SI section-3: Electron temperature (T0) determination:

As mentioned earlier in SI section-2, that noise measured by spectrum analyser at zero bias is given by

SV = g2(4kBTR+ V 2
n + i2nR

2)BW (S4)

As we plot the SV
BW as a function of temperature at fixed quantum Hall filling as shown in SI figure 3c and

3d, the linear fit of the data will give an linear equation which relates the SV
BW to temperature T directly.

Since we have already estimated the gain (from the slope) and intrinsic noise of amplification chain (from
the intercept) (see caption of Fig. S3), corresponding electron temperature T0 at base temperature of mixing
chamber plate can be found directly from the known value of measured noise at zero bias. T0 is given by

T0 =

((
SV

g2BW

)
− (V 2

n + i2nR
2)

)
4kBR

(S5)

As our measured value of noise at base temperature were 16.75 × 10−8V 2 at ν = 3 which corresponds to
T0 ∼ 30 mK. Similarly, at ν = 4 measured noise was 13.34× 10−8V 2, which also corresponds to T0 ∼ 30

mK. Similarly, we have estimated the electron temperature at measurement of device-2. While performing
the noise measurement on D2 device, the extracted gain of amplification chain was found∼ 1200. Following
the similar approach as discussed above, electron temperature at base temperature was found to be ∼ 39

mK. Note that, in our previous work6 we had measured the electron temperature of the same dilution fridge
by measuring the shot noise at a quantum Hall beam splitter and the values were within ∼ 30− 40 mK.

SI section-4:Joule heating and temperature (TM) of the floating reservoir:

The floating reservoir reaches a new equilibrium potential VM = IS
2νG0

with the filling factor ν of graphene
determined by the VBG, whereas the potential of the S contact is VS = IS

νG0
. Thus, the power input to the

floating reservoir is Pin = 1
2(ISVS) =

I2S
2νG0

, where the pre-factor of 1
2 results due to the fact that equal

power dissipates at the source and the floating reservoirs in Fig. 1a. Similarly, the outgoing power from the
floating reservoir is Pout = 1

2(2 × IS
2 VM ) =

I2S
4νG0

. Thus, the resultant injected power dissipation in the

floating reservoir due to joule heating is JQ = Pin − Pout =
I2S

4νG0
. Another alternative way to quantify

the dissipation in floating contact is to calculate the power dissipation at hot spots7. Whenever there will
be change in chemical potential near contacts, hot spots will generate heat. There are two hot spot near the
floating contact. Power dissipated at hot spot to the left of floating contact is given by PL =

∫ V/2
0 IdV .

Since I = V νG0, hence PL becomes PL =
∫ V/2

0

(
νG0V

)
dV = νG0

2

(
V 2

4

)
. Similarly, power dissipation

at the right side hot spot will be PR = νG0
2

(
V 2

4

)
. Hence, total power dissipation at floating contact will be

JQ = PL+PR = νG0V 2

4 or in terms of DC current IS dissipated power will be JQ = νG0
(IS/νG0)2

4 =
I2S

4νG0
.
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The resulting increase in the electron temperature (TM − T0) of floating reservoir is determined from the
excess thermal noise 8–12: SI = 2G∗kB(TM − T0) with 1

G∗ = 1
GL

+ 1
GR

, where GL and GR are the
conductance of left and right channel respectively. So in our device structure, 1

G∗ = 1
νG0

+ 1
νG0

, hence
SI = νkB(TM − T0)G0.

SI section-5: Source noise from the contact resistance.

If the injection contact (S) is not transparent for the edge channels, it will give extra noise at finite DC bias.
This unwanted noise is known as source noise whose magnitude will be given as 2eI(1 − t), where t is
the transmittance of source contact. To estimate the noise generated by the source contact itself, we have
extracted out the contact resistance of the source contact following a measurement circuit shown in Fig. S4.
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Fig. S 4: Source noise from the contact resistance: To determine the contact resistance of the source
contact, three probe measurement technique was used. For our device structure, voltage probe V situated
in path of hot edge for given chirality will measure a voltage of VH = I(R0 + RL + RC) where R0 is
the quantum Hall resistance, RC - contact resistance and RL - line resistance of ground contact (here the
ground was at room temperature). On the other hand for opposite chirality (by changing the polarity of the
magnetic field), it will measure a voltage of VC = IRL. Differences of these two measured voltages for
opposite charities will give us I(R0+RC). Since in quantum Hall, at plateau, conductance is just the inverse
of measured resistance, so conductance will be 1

R0+RC
. Hence transmittance t will be given by the ratio of

actual quantum resistance at that plateau and measured resistance, i.e. t = R0
R0+RC

. Once the transmittance
is known, one can easily estimate the source noise 2eI(1− t). Since amplifier is situated in path of reflected
current, it will measure only part of the generated source noise. In particular, for our device structure, only
two open arms are available for current flow, amplifier will always see only the half of total no of edge
channels leaving the floating reservoir. So it will always measure the only 1

4 th of the source noise generated
at source contact. Values of the contact resistance, transmittance and maximum source noise for D1 is given
in Table S1.

9



Filling 
Factor (ν ) 

   Hot edge    Cold edge    Contact
 Resistance
   + RL + RC   )

VH / I = VC / I =  RL 
( Ω )     ( Ω )     in ( Ω )     

( R0

   Trans-
mittance 
   

   Source Noise / 4
   

( t )     

( 10      A  / Hz)    
-29     2 at   

Imax 

1

5/3

2

7/3

8/3

0.9984

0.9976

0.0256 @ Imax = 2.0 nA

0.0384 @ Imax = 2.0 nA

0.0416 @ Imax = 2.0 nA

40

38

   34

632

632

632

26485

(VH / I-VC / I) -    R0

16157

13572    0.9974

11732 632 38 0.9966

10348 632   36    0.9963

0.0544 @ Imax = 2.0 nA

0.0592 @ Imax = 2.0 nA

3 9271 632   35    0.9959 0.0656 @ Imax = 2.0 nA

Table S1.: Contact resistance and the Source noise. From the transmittance column of above table, it
is clear that reflection is always less than 1% for all measured filling factor. So the measured source noise
could be as maximum as about 0.06×10−29A2Hz−1 at maximum source current. This source noise is∼ 70

times smaller than the measured excess thermal noise. Line resistances of the He-3 fridge was measured
separately and agrees with 632Ω.
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Fig. S 5: Extended excess thermal noise data(a,b) Excess noise for single scan (blue) and the average
of 1000 scan (red) for ν = 1 and 2 of D1 device. (c) Solid curves show the data extracted directly from
raw excess thermal noise data for D1 device for ν =1 and 2, respectively. Solid circles display the 9
point average of corresponding raw data which is shown in the manuscript (Fig. 2b). (d) Solid curves data
extracted from raw excess thermal noise data for D1 device for ν =5/3, 7/3 and 8/3, respectively. Solid
circles display the 9 point average of corresponding raw data which is shown in the manuscript (Fig. 3c)
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Fig. S 7: Extended data of D2 device (Integer quantum Hall thermal conductance) (a) Excess thermal
noise SI is plotted as a function of source current IS at filling ν = 1 (a), 2 (b), 3 (c), and 4 (d). (e)
Temperature TM (extracted from the excess thermal noise shown in (a,b,c,d)) of floating contact is plotted
as a function of dissipated power JQ (obtained using JQ =

I2S
4νG0

) for filling factors ν = 1 (red), 2 (black),
3 (blue), and 4 (magenta), respectively. Symbols display the extracted temperature data using equation
SI = νkB(TM − T0)G0. (f) The JQ is plotted as a function of T 2

M − T 2
0 . Solid circles display the data and

the solid lines are the theoretically predicted contribution of electronic thermal conductance at these filling
factors. Slope of linear fits of theses data gives us the thermal conductance values 0.99, 2.05, 3.04 and 3.96
κ0T for ν = 1, 2, 3 and 4, respectively. This measured value again support the accuracy of our measurement
set-up.
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SI section-6: Longitudinal resistance of D3 device.
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Fig. S 9: Longitudinal resistance of D3 device. Gate response of D3 device has been plotted as a function
of the botoom graphite gate voltage at 10T. The solid trace represents the measured Hall resistance (Rxy),
while dashed curve corresponds to measured longitudinal resistance (Rxx). One can clearly observe the
plateau at particle like filling factor ν = 1/3, 2/5, and 3/7 accompanied by minima in Rxx. The plateaus
at hole conjugate states ν = 2/3, 3/5, and 4/7 are also well developed accompanied by the minima in
Rxx, which approaches to zero. The plateaus are marked by arrowheads. Inset shows the configuration
of contacts in device-3. Rxy is measured by passing the current between contacts 1 and 4, and voltage is
measured between 2 and 5, while for Rxx measurement, 2 and 3 are used as voltage probes.

SI section-7: Thermal conductance contribution from the bulk.

It can be seen from Fig. S9 that Rxx for D3 device goes to zero for hole-like FQH. Though, we have
not measured the Rxx for D1 and D2 devices due to limited contact configurations, but the flatness of the
plateaus in Fig. 1c and Fig. S6 indicate that the Rxx is close to zero in those devices. Note that the contact
resistance values in table 1 contains the actual contact resistance as well as Rxx component, and can be
seen that it has similar values within ∼ 35 − 40Ω for both integer and FQH states. The integer plateaus
are so robust in graphene (Fig. 1c and Fig. S6) that zero Rxx is inevitable as seen for D3 device and thus,
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table 1 indicates that Rxx for FQH states in D1 and D2 devices are close to zero. Furthermore, we note that
the heat conduction through the bulk would influence the results for all fractions including those without
counter propagating modes (integers or 4/3 or 7/3). So, the fact that the values there are as expected is an
experimental argument in favor of negligible contribution of bulk heat conductance in our devices.

SI section-8: Values of electrical conductance without charge equilibration.

To estimate the value of electrical conductance of hole like fractional quantum Hall state without charge
equilibration along the propagation length for our device configuration, we follow the approach of Landauer
Büttiker model13. Note that in this calculation we assume full equilibration at the contacts including the
floating reservoir. We will calculate the electrical conductance of 2/3, 5/3 and 8/3 state, which host one
counter propagating edge state of conductance 1/3. The schematic of the device with contact number is
shown in Fig. S10.

we assume the number of charge mode with charge e is N. For multi-probe device, the net current
flowing in ith contact is given by

Ii =
∑
j

(Gj←iVi −Gi←jVj) (S6)

where Gj ← i is the conductance from ith contact to jth contact and Vi is the voltage of ith contact.



I1

I2

I3

I4

I5

I6

I7


=
e2

h



N + 1/3 −1/3 0 0 0 0 −N
−N 2(N + 1/3) −1/3 0 −N −1/3 0

0 −N N + 1/3 −1/3 0 0 0

0 0 −N N + 1/3 −1/3 0 0

0 −1/3 0 −N N + 1/3 0 0

0 −N 0 0 0 N + 1/3 −1/3

−1/3 −0 0 0 0 −N N + 1/3





V1

V2

V3

V4

V5

V6

V7


(S7)

Since contact 4th and 7th are grounded. So we can eliminate those from above matrix Eq. (S7). After
eliminating the rows and column associated with contacts no 4 and 7, we get
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I1

I2

I3

I5

I6

 =
e2

h


N + 1/3 −1/3 0 0 0

−N 2(N + 1/3) −1/3 −N −1/3

0 −N N + 1/3 0 0

0 −1/3 0 N + 1/3 0

0 −N 0 0 N + 1/3




V1

V2

V3

V5

V6

 (S8)

For ν = 5/3, N=2, then Eq. (S8) becomes
I1

I2

I3

I5

I6

 =
e2

h


2 + 1/3 −1/3 0 0 0

−2 2(2 + 1/3) −1/3 −2 −1/3

0 −2 2 + 1/3 0 0

0 −1/3 0 2 + 1/3 0

0 −2 0 0 2 + 1/3




V1

V2

V3

V5

V6

 (S9)

Since current is injected at contact 1. so current column becomes
I1

I2

I3

I5

I6

 =


I

0

0

0

0

 (S10)

hence voltage will be 
V1

V2

V3

V5

V6

 = I
h

e2


0.4633

0.2432

0.2085

0.0347

0.2085

 (S11)

so voltage measured at contact 1 will be

V1 = 0.4633× I h
e2

(S12)

so conductance at source contact 1 at 5/3 filling factor will be

G =
I

V1
= 2.16

e2

h
(S13)

Similarly for 8/3 filling factor, calculated conductance will be

G =
I

V1
= 3.16

e2

h
(S14)
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Fig. S 10: Schematic for the electrical conductance calculation using Landauer Büttiker Formalism.
The contacts are marked by the numbers. The charged mode with charge e is shown by solid line and charge
mode with charge e/3 is shown by dashed line.

These are summarized in table 2. Calculated value for the 5/3 filling factor was found to be 2.16 e
2

h

and 4.80 e
2

h at source(S) and reflected/transmitted (R/T) contacts, respectively. Similarly, for the 8/3 filling
factor, calculated conductance was found to be 3.16 e

2

h and 6.75 e
2

h at source(S) and reflected/transmitted
(R/T) contacts, respectively. However, in our experiment, the measured values of conductance at source
(IS/VS) and reflected/transmitted (IS/VR or IS/VT ) contacts were found to be 1.67 e

2

h and 3.33 e
2

h for 5/3

filling factor, and 2.67 e
2

h and 5.33 e
2

h for 8/3 filling factor, respectively. These measured values suggest
that the charge equilibration of the counter propagating edge modes along the propagation length is well
established in our devices. This was further verified in D3 device via 2-probe conductance measurement as
described in the main manuscript.
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Filling 
Factor (ν ) 

      Calculated conductance
 in absence of charge equilibration
             (I/Vi) (in e2/h )                                              
 

5/3

8/3

Source     Reflected     Transmitted
  (1)               (2)                 (3)  

      Experimentaly measured 
               conductance 
             (I/Vi) (in e2/h )
         
 Source     Reflected     Transmitted

  (1)               (2)                 (3)  

2.16 4.80 4.80

3.16 6.75

1.67 3.33 3.33

2.67 5.33 5.336.75

Table S2: Comparison of calculated electrical conductance using Landauer Büttiker Formalism and
measured conductance. Electrical conductance calculated for the hole like states assuming no charge equi-
libration between the counter propagating edges is always much higher than the experimentally measured
values.

SI section-9: Heat loss by electron-phonon Cooling.

The heat balance equation mentioned in main manuscript, in addition to the electronic contribution, there
is another mechanism of heat transfer via electron-phonon cooling (Je−phQ ). To estimate the contribution of
Je−phQ , we have subtracted the electronic contribution (JeQ) from the total dissipated power (JQ),

Je−phQ = JQ − JeQ (S15)

Since JeQ = 0.5Nκ0(T 2
M − T 2

0 ), where N is toal number of electronic channel, leaving the floating contact.
Usually, Je−phQ has the functional form of Je−phQ = β(T qM − T

q
0 ). In our devices, Je−phQ was found to be

negligible. We observed that it only has significant effect for filling factor 1, in device D1, but after the
electron temperature of ∼ 60 − 80 mK. The power exponent (q) was found to be 5 in this case. It should
be worth to mention here that q was found to be varying from 4-6 in our earlier observation6 and reported
elsewhere also14.
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Fig. S 11: Heat loss by electron-phonon coupling. Solid circles display the electron-phonon contribution
of the heat loss (Je−phQ ) as a function of (T 5

M − T 5
0 ) for ν = 1 for D1 device. The solid line is the linear fit

with a slope, β ∼ 0.05nW/K5. The vertical dashed line shows that up to ∼ 85 mK, Je−phQ is very small (
< 0.15 fW), which is negligible compared to electronic part. Here, we have not plotted the heat loss to due
to electron-phonon coupling for higher filling factors as it was very small at those fillings.

SI section-10: Effect of Heat Coulomb Blockade

While extracting the electronic contribution to thermal conductance for 2/3 part of 5/3 and 8/3 filling fac-
tor, we have subtracted the data of filling factor 1 and 2, from 5/3 and 8/3, respectively as discussed in
main text. This subtraction helps us to remove the electron phonon contribution, although it was found
negligible below∼ 85 mK, as discussed in Section S8. But other non-trivial effect, which might play an im-
portant role in extracting the thermal conductance without subtraction is the heat Coulomb blockade. It was
predicted theoretically15 and shown experimentally14 that this effect will cause a reduction in measured ther-
mal conductance, if the electron temperature of floating reservoir is significantly smaller than the crossover
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characteristic temperature (TCB). TCB is directly related to the capacitance (C) of floating metallic reservoir

TCB =
νe2

πkBC
(S16)

For our device D1 and D2, using the hBN thickness of ∼ 10nm ( between the floating reservoir and bottom
graphite estimated from the rate of reactive ion etching), and area of floating contact of 7 µm2, the geometri-
cal capacitance of floating contact was found to be ∼ 25 fF. This will correspond to a crossover temperature
of ∼ 24 mK, which is even smaller than our minimum electron temperature of ∼ 30 mK. This suggest that
the effect of heat Coulomb blockade will be negligible in our devices.

SI section-11: Universality of measured thermal conductance

Quantum Hall phases in bilayer graphene (BLG)/mono layer graphene (MLG) are much richer than the
conventional GaAs/AlGaAs based system. The presence of an extra degree of freedoms in BLG, which
includes valley and orbital degree of freedom in addition to the spin, makes the quantum Hall phases ex-
ceptionally tunable with external experimental parameters. For example, when all symmetries are broken
at a high magnetic field16, 17, different quantum Hall states belong to different orbital degrees of freedom,
named N=0 and N=1 landau levels. In our case, we have performed the experiments on two devices, which
are in the opposite regime, namely p-doped for the device D1 and n-doped for the device D2. In Device
D1, the observed fractional quantum Hall states are 5/3, 7/3, and 8/3. As shown in the main manuscript, the
thermal conductance of both the 5/3 and 8/3 states suggests that the counter propagating modes of the 2/3
level are thermally non-equilibrated, although their wave-functions belong to the different orbital degree of
freedom, named N=0 and N=1, respectively16. We also observe that the measured thermal conductance of
7/3 and 8/3 states in hole doped regime (device D1) and in electron doped regime (device D2) are the same,
irrespective of the different orbital nature of their wave-functions, which is N=1(0) in hole(electron) doped
regime16. These observations suggest that the measured thermal conductance of fractional quantum Hall
states are universal, and they do not depend on the orbital or valley degree of freedom of Landau levels. In
Fig. S 12, the orbital degree of freedom in different filling ranges are shown for electron and hole-doped
regimes. Since we observe similar behaviour for different orbital indices in BLG, we also believe that the
measured thermal conductance of fractional quantum Hall states will show the similar behaviour in mono-
layer graphene irrespective of the orbital nature of Landau levels. This claim is supported by the measured
thermal conductance of 4/3 state, which is found to be 2κ0T in device D2 and in our earlier experiment on
monolayer graphene6.
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Fig. S 12: Quantum Hall states and associated orbital degree of freedom. In bilayer graphene, when the
symmetries are not broken, N = 0 and N = 1 landau levels are degenerate. Due to spontaneous symmetry
breaking at a high magnetic field, one observes the plateaus in conductance at 1e2/h, 2e2/h, 3e2/h, and
4e2/h in the hole and electron-doped regime. In a high mobility sample, when the landau levels are par-
tially filled, one observes the fractional quantum Hall states also. Although the conductance of the fractional
quantum Hall states is the same for electron-doped and hole-doped regime both, the orbital degree of free-
dom of these states’ wavefunction is not the same. In the above figure, the orbital degree of freedom (N=0
or 1) is marked for electron and hole-doped regimes for different filling ranges16, 17. Observed fractional
states of devices D1 and D2 are also marked.
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SI section-12: Effect of Displacement field on measured thermal conductance

A perpendicular displacement field applied to BLG breaks the inversion symmetry of BLG and hence opens
a gap at the charge neutrality point. At a very high magnetic field, due to the spontaneous symmetry break-
ing, different quantum Hall states emerge with a complex degree of freedom. In BLG, interplay of the
displacement field and magnetic field causes the transition between different kind of valley and spin degree
of freedom in integer and fractional quantum Hall state18. In our experiments, measurements were per-
formed at some finite displacement field only. We can only tune the displacement field and carrier density
independently if both top and bottom gate is present. Unfortunately, we could not measure the thermal
conductance in a dual gated device, because of the presence of the central, floating contact, which acts as a
hot reservoir, upon injecting a DC current. In the presence of a top gate, this floating contact will directly
short with the top gate electrode. While we did not perform our measurements exactly at zero electric field,
we expect that the quantization of the thermal transport can be affected by the displacement field at some
particular values due to the following reason. It has been shown that integer as well as fractional quan-
tum Hall plateaus undergo phase transitions at zero and some particular displacement field (which depends
on the filling factor)18. This is clearly visible also in electrical conductance measurements18. In our dual
gated device D3, the estimated value of the displacement field was found to be 40 mV/nm at 2/3 filling
factor, which is relatively small compared to the displacement field of 175 mV/nm, at which the transition
of 2/3 phase is experimentally demonstrated18. Since the quantization of the thermal conductance as well as
electrical conductance at a fixed filling factor are related to the same topological state, we expect a similar
transition in the thermal conductance also at zero and some particular displacement field (depends on filling
factor).
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SI section-13: Theoretical calculations of equilibration lengths

In this section, we derive charge and heat equilibration lengths for transport on an edge with counter-
propagating 1 and 1/3 modes. First, we compute charge and energy currents and conductances induced
by inter-channel tunneling. We then relate these conductances to characteristic length scales for charge and
heat equilibration. Our calculations reveal that strong interactions can cause parametrically different length
scales for charge and heat equilibration, which in accordance with our experimental observations.

The chiral Luttinger liquid description of the FQH edge

To fix the notation, we start by considering a general fractional quantum Hall (FQH) edge. The general
chiral Luttinger liquid (χLL) action reads 19–21

SχLL =
1

4π

∫
dt

∫
dx
∑
ij

∂xφi (Kij∂t − Vij∂x)φj , (S17)

where φi with i = 1, 2, . . . , N , are chiral bosonic fields obeying the equal time commutation relations

[φi(x), φj(x
′)] = iπK−1

ij sgn(x− x′). (S18)

The quantities Kij are integer elements of a quadratic matrix K encoding the topological properties of the
FQH state. More precisely, the K-matrix contains information about the bulk filling factor ν, the quasipar-
ticle charges Q, and the quasiparticle statistics angles Θ according to

ν =
∑
ij

tiK
−1
ij tj , (S19a)

Q =
∑
ij

miK
−1
ij tj , (S19b)

Θ

π
=
∑
ij

miK
−1
ij mj . (S19c)

In these expressions, the integer numbers ti are elements of the so-called charge vector. This vector reflects
a choice of basis for the gauge fields in the underlying Chern-Simons gauge field theory, and fixes the
charges of the quasiparticles with respect to an external electromagnetic field. The most used bases are the
symmetric basis: t = (1, 1, 1, . . .) and the hierarchical basis: t = (1, 0, 0, . . .). In the following, we stick to
the symmetric basis. The creation or destruction of quasiparticles (including the special case of the charge
e excitation resembling an electron) is specified by the string of positive integers mi. The operator creating
such a local quasiparticle with charge Q at position (x, τ) is given by

O(x, τ) = exp

i N∑
j=1

mjφj(x, τ)

 . (S20)
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For a given FQH edge theory, the choice of K-matrix is not completely unique. Equivalent representations
of the same state are related by a transformation matrix W ∈ SL(Z) (square matrices with integer entries
and unit determinants). The transformation rules read

K → K ′ = W TKW, (S21a)

ti → t′i =
∑
j

W T
ij tj , (S21b)

mi → m′i =
∑
j

W T
ijmj , (S21c)

and leave ν, Q, and Θ invariant.

The matrix, V , with components Vij in Eq. (S17), parametrizes both the edge mode velocities (diag-
onal terms Vii) as well as short ranged interactions between the modes (off-diagonal terms). Importantly,
this matrix is non-universal (it depends, e.g., on the sample confinement potential), but we demand it to be
positive definite. This is needed to bound the Hamiltonian from below and make the theory stable.

The action (S17) is quadratic in the bosonic fields, and can therefore be diagonalized by a few formal
manipulations 21:

1. Let φi = Λ1ijφ
′
j , where (ΛT1 Λ1)ij = δij such that (ΛT1 KΛ1)ij = λiδij . In other words, K is

diagonalized by the orthogonal matrix Λ1. The eigenvalues of K are denoted λi, but it is useful to
also introduce νi ≡ λ−1

i .

2. Let φ′′i = Λ2ijφ
′
j , where Λ2ij =

δij√
|λi|

. Hence, the eigenvalues of K are scaled such that only their

signs remain. What remains of K is then its signature matrix, which we call η.

After these two steps, we obtain the action

S =
1

4π

∫
dt

∫
dx
∑
ij

∂xφ
′′
i

(
ηij∂t − V ′′ij∂x

)
φ′′j , (S22)

where ηij = sgn(λi)δij and V ′′ = ΛT2 ΛT1 V Λ1Λ2.

3. Finally, let φ′′i = Λ3ijφ̃j , where Λ3 diagonalizes V ′′: (ΛT3 V
′′Λ3)ij = ṽiδij . At the same time, we

require that Λ3 preserves the signature: ΛT3 ηΛ3 = η. The action is then completely decoupled into
freely propagating chiral eigenmodes
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S =
1

4π

∫
dt

∫
dx
∑
i

∂xφ̃i (ηii∂t − ṽi∂x) φ̃i. (S23)

The eigenmode bosons φ̃i obey [
φ̃i(x), φ̃i(x

′)
]

= iπηisgn(x− x′). (S24)

Stability, in the sense of a Hamiltonian bounded from below requires ṽi > 0 (this ensured by the previous
assumption that V is positive definite). The directions of propagation are instead determined by ηii =

sgn(λi). For convenience, we define the total diagonalization matrix M ≡ Λ1Λ2Λ3 and write out the
diagonalization transformations in terms of M

ηii =
(
MTKM

)
ii

= sgn(λi), (S25a)

ṽi ≡ Ṽii =
(
MTVM

)
ii
, (S25b)

φ̃i =
∑
j

M−1
ij φj , (S25c)

t̃i =
∑
j

MT
ij tj , (S25d)

m̃i =
∑
j

W T
ijmj . (S25e)

Note that the diagonal signature matrix satisfies η = η−1. While the manipulations above are simple in the
formal sense, in practice it can be quite difficult to find the matrix M . Moreover, it is not unique. A useful
scheme for finding clever choices of M is presented in Ref. 22.

The total charge density (in units where e = 1) on the edge is defined as

ρ(x) ≡
∑
i

ti
∂xφi(x)

2π
=
∑
i

∂xφi(x)

2π
≡
∑
i

ρi(x), (S26)

where we used the symmetric basis: ti = 1, and also defined individual channel charge densities ρi =

∂xφi/(2π). We can also find the charge density in the diagonal basis from (suppressing the x-dependence)

ρ =
∑
i

ρi =
∑
i

ti
∂xφi
2π

=
1

2π

∑
ijkl

t̃iM
−1
ij Mjk∂xφ̃k =

1

2π

∑
ij

t̃i∂xφ̃i ≡
∑
i

ρi. (S27)

The bare mode charge densities can thus be related to the eigenmode charge densities as

ρi =
∑
jk

Mij T̃
−1
jk ρk, (S28)

where we defined the diagonal matrix T̃ij = t̃iδij . Coupling eigenmodes to local electro-chemical potentials
Vi, the electrical currents they carry read Ii = e2t̃2iVi/h, so that one may identify “eigenmode conductances”
t̃2i .
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In the remainder of this section, we consider the model for the ν = 2/3 edge from the seminal paper
by Kane, Fisher, and Polchinski (KFP) 23. In this model, there are only two bosons (N = 2) and

K =

(
1 0

0 −3

)
, V =

(
v1 u

u 3v2

)
. (S29)

This model describes two interacting and counter-propagating edge modes with filling factor discontinuities
1 and −1/3 respectively.

To diagonalize this Hamiltonian, we first note thatK is already on diagonal form. Hence, we may take
Λ1 = 1. To scale the eigenvalues, we choose Λ2 = diag(1, 1/

√
3). The remaining step is to diagonalize

V while at the same time preserving η = diag(1,−1). To this end, we make the following ansatz for the
orthogonal matrix Λ3, parametrized by a single parameter θ:

Λ3 =

(
cosh θ − sinh θ

− sinh θ cosh θ

)
. (S30)

We then find

M =

(
cosh θ − sinh θ

− sinh(θ)/
√

3 cosh(θ)/
√

3

)
. (S31)

Demanding that MTVM is diagonal (recall that M = Λ1Λ2Λ3), we find that θ must obey

tanh 2θ =
2u√

3
(v1 + v2)−1 ≡ c, (S32)

where c is the single number parametrizing edge interactions. It is useful to rephrase this parameter in terms
of

∆ ≡ 2 cosh 2θ −
√

3 sinh 2θ =
2−
√

3c√
1− c2

. (S33)

Then, ∆ = 2 corresponds to vanishing interactions, while the special value ∆ = 1 is known as the KFP
fixed point. The electrical conductances carried by the two eigenmodes are

g± ≡ t̃2i=± = (∆± 1)/3. (S34)

In the absence of interactions, the conductances reduce to the filling factor discontinuities 1 and 1/3 respec-
tively. At the KFP fixed point the conductances reflect the edge de-coupling into one charged, g+ = 2/3,
and one neutral, g− = 0, mode.
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Charge tunneling on the interacting ν = 2/3 edge

We now compute the charge tunneling current between two interacting edge modes with ν1 = 1 and
ν2 = 1/3, following the the approach in Refs. 24–26. Our starting point is the Hamiltonian obtained from
combining Eqs. (S17) and (S29):

H0 =
1

4π

∫
dx

[
v1

ν1
(∂xφ1)2 +

v2

ν2
(∂xφ2)2 + u(∂xφ1)(∂xφ2)

]
, (S35)

The two bosonic fields obey the commutation relations

[φ1,2(x), φ1,2(x′)] = ±iπν1,2sgn(x− x′). (S36)

We next introduce chemical potentials which drive the tunneling current, and take the potentials conjugate
to the bare charge densities for these modes. The appropriate term to add to H0 then reads

HV = − 1

2π

∫
dx [µ1∂xφ1 + µ2∂xφ2] = −

∫
dx [µ1ρ1 + µ2ρ2] . (S37)

Finally, we add a point tunneling Hamiltonian at x = 0 by

Hτ =

∫
dx δ(x)

[
Γ0ψ

†
1ψ2 + h.c.

]
. (S38)

Here, Γ0 is the tunneling amplitude, and ψ†1(x) = exp(−iφ1(x)/ν1)/
√

2πb creates an electron in mode
1 at position x. Here, b is our UV spatial cut-off. The corresponding creation operator for mode 2 is
ψ†2(x) = exp(iφ2(x)/ν2)/

√
2πb, which differs in sign in the exponential from ψ†1 due to the commutation

relations (S36).

Since H0 involves interactions, we diagonalize with M in Eq. (S31). In the diagonal basis, we obtain

H0 =
1

4π

∫
dx
[
v+(∂xφ+)2 + v−(∂xφ−)2

]
, (S39a)

HV = −
∫
dx [µ+ρ+ + µ−ρ−] , (S39b)

Hτ =
1

2πb

∫
dx δ(x)

[
Γ0e
−iφ1

ν1
−iφ2

ν2 + h.c.

]
=

1

2πb

∫
dx δ(x)

[
Γ0e

im̃T ·φ̃ + h.c.

]
, (S39c)

where in Hτ , m̃ is obtained from Eq. (S25e) usingm = (−1,−3). Moreover, φ̃ ≡ (φ+, φ−). We have also
re-written HV in terms of new chemical potentials coupling to the eigen-densities. The bare and eigenmode
potentials are related by the linear transformation (µ+, µ−) = (T̃ T )−1MT (µ1, µ2).

The eigenmodes obey

[φ+,−(x), φ+,−(x′)] = ±iπsgn(x− x′), (S40)
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and it follows that
[ρ+,−(x), φ+,−(x′)] = ±it±δ(x− x′), (S41)

where ρ± = t±∂xφ±/(2π), and t± are the components of the charge vector in the diagonal basis. They are
given by Eq. (S34). The eigenmode tunneling current operator is defined as

Iem
τ ≡ e d

dt

(∫
dxρ+

)
=

e

i~

[∫
dxρ+, H0 +HV +Hτ

]
=

e

i~

[∫
dxρ+, Hτ

]
, (S42)

where we used that ρ+ commutes with the quadratic part of the Hamiltonian, H0 +HV . Performing the last
commutator, we obtain

Iem
τ =

e

i~

√
∆2 − 1

3

∑
ε=±

ε

[
Γ0e

im̃T ·φ̃
]ε
x=0

, (S43)

where we have defined [
Γ0e

im̃T ·φ̃
]+

= Γ0e
im̃T ·φ̃, (S44a)[

Γ0e
im̃T ·φ̃

]−
= Γ∗0e

−im̃T ·φ̃. (S44b)

Next, we go to the interaction picture and treat Hτ as the interaction Hamiltonian. Then, any operator A
evolve in time according to

A(t) = ei(H0+HV )t/~Ae−i(H0+HV )t/~. (S45)

We shall use this equation with A = Iem
τ and A = Hτ . We begin by computing the commutators[

HV , e
im̃T ·φ̃

]
=

√
∆2 − 1

3
e(V+ − V−), (S46)

where eV+ ≡ µ±. We also have [HV , H0] = 0. Armed with these commutators, we use the Campbell-
Baker-Hausdorff identity

eXY e−X = Y ea, if [X,Y ] = aY, (S47)

valid if a is a c-number, to obtain

Hτ (t) =
∑
ε=±

e−iεα(V+−V−)t/~
[
Γ0e

im̃T ·φ̃
]ε
x=0

(S48a)

Iem
τ (t) =

eα

i~
∑
ε=±

εe−iεα(V+−V−)t/~
[
Γ0e

im̃T ·φ̃
]ε
x=0

, (S48b)

For convenience, we have defined α ≡
√

∆2−1
3 . Next, we compute the expectation value 〈Iem

τ (t)〉. To this
end, we use the Keldysh formalism and write

〈I±τ (t)〉 =
1

2

∑
η=±

〈
TK

[
I±τ (tη) exp

(
− i
~

∫
K
dt1Hτ (t1)

)]〉
. (S49)
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In this expression, the Keldysh time-ordering operator, TK orders along the Keldysh contour K: −∞ →
+∞ → −∞. We denote the "upper" branch −∞ → +∞ by η = + and lower branch +∞ → −∞ with
η = −. The ordering acts according to t−1 > t+2 for all t1 and t2; t+1 > t+2 for t1 > t2; and t−1 > t−2 for
t1 < t2. Since our Hτ only depends on a single time argument, we have used a symmetric combination on
both branches. Hence the factor of 1/2. To second order in Γ0, we find after some manipulations

〈Iem
τ (t)〉 = − ieα|Γ0|2

h2b2

∑
η

η

∫ ∞
−∞

dt1 sin(ω0(t− t1))eG
η,−η
+ (t−t1)/m̃2

+eG
η,−η
− (t−t1)/m̃2

− , (S50)

where m̃ = (m̃+, m̃−), ω0 = αe(V+ − V−)/~, and Gη,η
′

± are Keldysh ordered Green’s functions for
the eigenmode branches. We are interested in the eigenmode tunneling conductance at finite temperature
kBT � eV , and we use the finite-temperature Green’s functions

Gη,−η± (t) = − log

[
sin(π(b+ iv±t)/(~v±β±))

πb/(~v±β±)

]
, (S51)

where β± = (kBT±)−1 reflect the local temperatures of the eigenmodes. We have used a regularization
such that Gη,−η± (0) = 0. Combining Eqs. (S50) and (S51), we obtain

〈Iem
τ (t)〉 =− ieα|Γ0|2

h2b2

∑
η

η

∫ ∞
−∞

dt1 sin(ω0(t− t1))
( πb/(~v+β+)

sin(π(b+ iv+t/(~v+β+)))

)m2
+× (S52)

( πb/(~v−β−)

sin(π(b+ iv−t/(~v−β−)))

)m2
− . (S53)

Next, we perform the variable change t1 → t1 − ibη/v− + iη~β−/2, and the integral becomes

〈Iem
τ (t)〉 = − ieα|Γ0|2

h2b2

∑
η=±1

η

∫ ∞+ibη/v−−iη~β−/2

−∞+ibη/v−−iη~β−/2
dt1 sin

[
ω0(t1 + iη~β−/2)

]

×
(

πb/~v+β+

sin
[

π
~v+β+

{
b
(
1− v+

v−

)
− iηv+t1 + ~β−v+

2

}])m2
+
(

πb/~v−β−
sin
(
π
2 −

iηπt1
~β−

))m2
−

= − ieα|Γ0|2

h2b2

∑
η=±1

η

∫ ∞
−∞

dt1 sin
[
ω0(t1 + iη~β−/2)

]( πb/~v−β−
cosh(πt1/~β−)

)m2
−
(

πb/~v+β+

sin
(πβ−

2β+
− iπηt1

~β+

))m2
+

.

(S54)

In the second equality of Eq. (S54), the integral limits are changed back to−∞ to∞ because in the integrand
of the first right hand side term of Eq. (S54), there is no pole inside the rectangular contour with vertices
t1 = ∞, −∞, −∞ + ibη/v− − iη~β−/2, and∞ + ibη/v− − iη~β−/2 under the condition ~v−β− > b.
We next target the regime where |T+ − T−| � T ≡ (T+ + T−)/2, and obtain the leading term of Eq. (S54)
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in |T+ − T−| by replacing T+ and T− by T , as

〈Iem
τ (t)〉 ' 2eα|Γ0|2

h2b2
sinh

( ~ω0

2kBT

)∫ ∞
−∞

dt1 cos
(
ω0t1

)( πbkBT/~v−
cosh(kBTπt1/~)

)m2
−
(

πbkBT/~v+

cosh(kBTπt1/~)

)m2
+

=
2eα|Γ0|2

h2b2

(πbkBT
~v−

)m2
−
(πbkBT

~v+

)m2
+

sinh
( ~ω0

2kBT

)∫ ∞
−∞

dt1
cos[ω0t1]

[cosh(kBTπt1/~)]m
2
++m2

−

=
2eα|Γ0|2

h2b2

(πbkBT
~v−

)m2
−
(πbkBT

~v+

)m2
+

sinh
( ~ω0

2kBT

) |Γ(∆ + i ~ω0
2πkBT

)|2

Γ(2∆)
. (S55)

Here, Γ(x) is the gamma function and we used the integral equality
∫∞
−∞ dt cosh(2yt)/ cosh2x t = 22x−1Γ(x+

y)Γ(x − y)/Γ(2x), valid for Rex > |Re y| and Rex > 0. Assuming further ~ω0 � kBT , the tunneling
current becomes proportional to the voltage difference (V+ − V−) as

〈I±τ (t)〉 = gem
e2

h
(V+ − V−), (S56)

with

gem =
∆2 − 1

3

|Γ0|2

b2
|Γ(∆)|2

Γ(2∆)

(2π)2∆−2

(kBT )2

(
bkBT

~v−

)∆+1(bkBT
~v+

)∆−1

. (S57)

This tunneling conductance scales as T 2∆−2 for ~ω0 � kBT and vanishes as ∆ − 1 when ∆ → 1 (cf.
Ref. 27).

Heat tunneling on the interacting ν = 2/3 edge

Next, we compute tunneling of energy between the eigenmodes. The energy current operator for tunneling
between the eigenmodes is defined as

Jem
τ = −1

2

d

dt

(
H+ −H−

)
=

i

2~

[
H+ −H−, H+ +H− +Hτ

]
=

i

2~

[
H+ −H−, Hτ

]
, (S58)

where

H+ =
~v+

4π

∫
(∂xφ+)2dx−

∫
µ+ρ+dx, H− =

~v−
4π

∫
(∂xφ−)2dx−

∫
µ−ρ−dx. (S59)

Performing the commutators, we find

J±τ =
i

4

∑
ε=±

ε
{
m+v+∂xφ+(0) +m−v−∂xφ−(0)− αµ+ + µ−

~
,
[
Γ0Ψ†1Ψ2

]ε}
, (S60)

where { , } is the anti-commutator. The tunneling energy current operator Jem
τ,H0+HV

in the interaction
picture with respect to H0 + HV is related to operators in the interaction picture with respect to H0 =

H+ +H− (denoted as subscript H0) as

Jem
τ,H0+HV

=
i

4

∑
ε=±

εe−iεω0t
{
m+v+∂xφ+(0) +m−v−∂xφ−(0)− αµ+ + µ−

~
, [Γ0Ψ†1,H0

Ψ2,H0 ]ε
}
. (S61)
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In the Keldysh formalism, the expectation value of the tunneling energy current reads

〈Jem
τ (t)〉 =

1

2

∑
η=±1

〈TCJ±τ,H0+HV
(tη)e−

i
~
∫
C dt1Hτ,H0+HV

(t
η1
1 )〉. (S62)

To second order in Γ0 we have

〈Jem
τ (t)〉 ' |Γ0|2

8~
∑

η,η1=±1

∑
ε=±

εη1

∫ ∞
−∞

dt1e
−iεω0(t−t1)〈TC

{
m+v+∂xφ+(0) +m−v−∂xφ−(0)

− αµ+ + µ−
~

, [Ψ†1,H0
(tη)Ψ2,H0(tη)]ε

}
[Ψ†1,H0

(tη11 )Ψ2,H0(tη11 )]−ε〉, (S63)

and the energy current can be decomposed into 〈Jem,Q
τ 〉 and 〈Jem,N

τ 〉 as

〈Jem
τ (t)〉 = 〈Jem,Q

τ (t)〉+ 〈Jem,N
τ (t)〉, (S64)

where

〈Jem,Q
τ (t)〉 = −|Γ0|2

8~
∑

η,η1=±1

∑
ε=±

εη1

∫ ∞
−∞

dt1e
iεω0(t−t1)〈TC

{
m+∂xφ+(0) +m−∂xφ−(0), (S65)

[Ψ†1,H0
(tη)Ψ2,H0(tη)]ε

}
× [Ψ†1,H0

(tη11 )Ψ2,H0(tη11 )]−ε〉,

〈Jem,N
τ (t)〉 = α

|Γ0|2(µ+ + µ−)

4~2

∑
η,η1=±1

∑
ε=±

εη1

∫ ∞
−∞

dt1e
iεω0(t−t1)

× 〈TC [Ψ†1,H0
(tη)Ψ2,H0(tη)]ε[Ψ†1,H0

(tη11 )Ψ2,H0(tη11 )]−ε〉. (S66)

The contribution 〈Jem,Q
τ 〉 corresponds to the pure tunneling heat current, i.e., for e(V+ − V−) = 0, while

〈Jem,N
τ 〉 corresponds to the energy flow in the process of transferring an electron. Proceeding as for the

charge current, we obtain 〈Jem,N
τ (t)〉 as

〈Jem,N
τ (t)〉 = α

i(µ+ + µ−)|Γ0|2

2h2b2

∑
η,η1=±1

η1

∫ ∞
−∞

dt1 sin
(
ω0(t− t1)

)
eG

ηη1
+ (t−t1)/m2

+eG
ηη1
− (t−t1)/m2

−

' e

2h
gem(µ+ + µ−)(V+ − V−) = gem

e2

2h

(
V 2

+ − V 2
−
)
. (S67)

Using the relation 〈B1e
B2〉 = 〈B1B2〉e〈B

2
2〉/2 whereB1 andB2 are linear operators of free bosons, 〈Jem,Q

τ (t)〉
can be written in terms of Green’s functions of the modes as

〈Jem,Q
τ (t)〉 = − i|Γ0|2

4πhb2

∑
η,η1=±1

η1

∫ ∞
−∞

dt1 cos
(
ω0(t− t1)

)
eG

ηη1
− (t−t1)/m2

−eG
ηη1
+ (t−t1)/m2

+

×
( v+

m2
+

∂xG
ηη1
+ (t− t1)(x, t− t1)|x=0 +

v−
m2
−
∂xG

ηη1
− (x, t− t1)|x=0

)
= −π|Γ0|2

2h2b2

∑
η=±1

∫ ∞
−∞

dt′ cos
(
ω0t
′
)( πb/~v−β−

sin[ π
~v−β− (b− iηv−t′)]

)m2
−
(

πb/~v+β+

sin[ π
~v+β+ (b− iηv+t′)]

)m2
+

×
(

1

m2
+β+

cos[ π
~v+β+ (b− iηv+t

′)]

sin[ π
~v+β+ (b− iηv+t′)]

− 1

m2
−β−

cos[ π
~v−β− (b− iηv−t′)]

sin[ π
~v−β− (b− iηv−t′)]

)
. (S68)
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The last equality comes from the fact that only the η × η1 = −1 contribution to the integral survives. Next,
we make a change of variables t′ → t′ − ibη/v− + iη~β−/2 and the integral becomes simplified as

〈Jem,Q
τ (t)〉 = −π|Γ0|2

2h2b2

∑
η=±1

∫ ∞+ibη/v−−iη~β−/2

−∞+ibη/v−−iη~β−/2
dt′ cos

[
ω0(t′ + iη~β−/2)

]( πb/~v−β−
sin
(
π
2 −

iηπt′

~β−

))m2
−

×
(

πb/~v+β+

sin
[

π
~v+β+

{
b
(
1− v+

v−

)
− iηv+t′ +

~β−v+
2

}])m2
+

×
(

1

m2
+β+

cos
[

π
~v+β+

{
b
(
1− v+

v−

)
− iηv+t

′ + ~β−v+
2

}]
sin
[

π
~v+β+

{
b
(
1− v+

v−

)
− iηv+t′ +

~β−v+
2

}] − 1

m2
−β−

cos
(
π
2 −

iηπt′

~β−

)
sin
(
π
2 −

iηπt′

~β−

))

= −π|Γ0|2

2h2b2

∑
η=±1

∫ ∞
−∞

dt′ cos
[
ω0(t′ + iη~β−/2)

]( πb/~v−β−
cosh(πt′/~β−)

)m2
−

×
(

πb/~v+β+

sin
(πβ−

2β+
− iπηt′

~β+

))m2
+
(

1

m2
+β+ tan

(πβ−
2β+
− iπηt′

~β+

) − iη

β−m2
−

tanh(
πt′

~β−
)

)
. (S69)

We next compute 〈Jem,Q
τ 〉 to first order in ∆T = T+ − T− in the limit of |T+ − T−| � T = (T+ + T−)/2.

In addition, we ignore the terms of second order in ω0 (there is no first order due to the cosine). We then
obtain

〈Jem,Q
τ 〉 '

π2+m2
++m2

−m2
+|Γ0|2kB∆T

4h2b2

(bkBT
~v+

)m2
+
(bkBT

~v−

)m2
−

∫ ∞
−∞

dt′
(

2 +m2
+ −m2

− + (m2
+ −m2

−) cosh(
2πtkBT

~
)

)
cosh(

πtkBT

~
)−2−m2

+−m2
−

=
~m2
−m

2
+π

3/2+m2
−+m2

+ |Γ0|2kB∆TΓ(m2
−/2 +m2

+/2)

2bh2kBTΓ(1
2(3 +m2

− +m2
+))

(bkBT
~v+

)m2
+
(bkBT

~v−

)m2
−

= gem
π2k2

B(T 2
+ − T 2

−)

6h

9

1 + 2∆
. (S70)

Thus, we find for heat tunneling

〈Jem
τ (t)〉 = gem

e2

2h

(
V 2

+ − V 2
−
)

+ gem
π2k2

B(T 2
+ − T 2

−)

6h

9

1 + 2∆
(S71)

which is the total heat current in the linear response regime. We note that interactions renormalizes the
Wiedemann-Franz parameter for heat tunneling 25

γ = 9/(1 + 2∆). (S72)

The approximations we have made are good when

(|Γ0| /b)� kBT � (~v±/b), (S73)

i.e. when the average temperature T is smaller than the bandwidth ~v/b of the modes 25. Moreover, these
scales must be much larger than the tunneling energy. This corresponds to weak tunneling.
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The key results of the micropscopic calculations are Eqs. (S56), (S57), and (S71). We shall next use
them to derive equilibration lengths for charge and heat equilibration.

Charge transport and equilibration

The discussion in this subsection parallels that in Ref. 27 (co-authored by two of the present authors), whose
primary focus is on the effect of the contact region on charge transport.

To model charge equilibration, we first introduce electronic scattering rates Γ± between the eigen-
mode charge densities. We also recall the two dimensionless conductances for the eigenmodes: g± = t̃2± =

(∆± 1)/3. Then, we can re-express α2 = (∆2 − 1)/3 = 3g+g−. Note that in the limit ∆→ 1, the charge
carried by φ̃− vanishes.

We assume that that successive scattering events are incoherent: kBT > ~v±/a where a is the typical
distance between scatterers. We can then write steady state equations of motion on the ν = 2/3 edge away
from contacts (i.e., with vanishing source terms) as

∂x

(
v+ρ+

v−ρ−

)
=

(
−Γ+ Γ−

−Γ+ Γ−

)(
ρ+

ρ−

)
. (S74)

The first and second rows in the matrix in the right-hand-side of Eq. (S74) are identical in view of current
conservation. We use now relations between local currents, densities, and voltages of the eigenmodes:

I± = v±ρ± =
e2

h
g±V±. (S75)

Using the first equality in Eq. (S75), we rewrite Eq. (S74) in terms of currents:

∂x

(
I+

I−

)
=

(
−Γ+/v+ Γ−/v−

−Γ+/v+ Γ−/v−

)(
I+

I−

)
. (S76)

In view of gauge invariance, the right-hand-side of Eq. (S74) should depend on potentials V± through their
difference only. In combination with the second equality in Eq. (S75), this implies that

Γ+

Γ−
=
g−v+

g+v−
. (S77)

The inter-channel tunneling current per unit length reads

〈Iem
τ 〉 =

e2

h

gem

a
(V+ − V−) = Γ+ρ+ − Γ−ρ−. (S78)
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The first form here follows from Eq. (S56), while the second one from Eq. (S74). We thus express Γ±

through gem:
Γ±
v±

=
gem

ag±
. (S79)

Using Eq. (S57) for gem and substituting the resulting Γ±/v± into Eq. (S76), we obtain the transport equa-
tion for the edge currents in the form

∂x

(
I+

I−

)
=

1

`Ceq

(
−g− g+

−g− g+

)(
I+

I−

)
, (S80)

where

`Ceq =
ag+g−
gem

=
a

3
×

[
|Γ0|2

b2
|Γ(∆)|2

Γ(2∆)

(2π)2∆−2

(kBT )2

(bkBT
~v−

)∆+1(bkBT
~v+

)∆−1
]−1

(S81)

defines the corresponding equilibration length. By using the relations (S75), we can equivalently rewrite
Eq. (S82) as an equation on local voltages:

∂x

(
V+

V−

)
=

1

`Ceq

(
−g− g−

−g+ g+

)(
V+

V−

)
. (S82)

To solve Eq. (S82), we must supplement it with boundary conditions set by the contacts. The simplest
assumption is that interactions are fully screened in the regions covered by contacts. Equivalently, this
corresponds to the assumption that in the vicinity of contacts 1 and 1/3 modes are eigenmodes 28. In that
case, in a two-terminal geometry with length L, the solution for the charge conductance G reads

G =
2

3

e2

h
× 3 + e−2L/3`Ceq

3− e−2L/3`Ceq
, (S83)

and the only dependence of G on ∆ is in `Ceq. For L � `Ceq one finds G ' 4e2/3h, while for L � `Ceq the
conductance is given by its equilibrated value, G ' 2e2/3h, up to exponentially small corrections in L/`Ceq.
A detailed study of more general contact models leads to qualitatively similar results 27. The crossover of the
charge conductance from 4/3 to 2/3 (in units of e2/h) with increasing system size was predicted in Ref. 28

and observed in Ref. 29 in artificially engineered 2/3 edges.

The exponential approach to the equilibrated value of the conductance at L/`Ceq reflects the chiral
character of the charge transport (g+ 6= g−). The rate of the exponential approach is determined by a
non-zero eigenvalue of the matrix in Eq. (S82).

It is important to emphasize that, while the prefactor in Eq. (S57) for gem is proportional to ∆ − 1

at ∆ → 1, this singularity is canceled in `Ceq by g− which is also proportional to ∆ − 1, see Eq. (S34).
Therefore, `Ceq remains finite in the limit ∆ → 1 (cf. Ref. 27). Below, we contrast this result with the
behavior of the heat equilibration length which diverges in the limit ∆→ 1.
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Heat transport and equilibration

To model the heat transport, we use the same approach as in the previous section. We introduce the energy
scattering rates ΓH± between the eigenmodes and heat currents carried by eigenmodes, J± = v±n±, where
n± are the eigenmode energy densities. These heat currents can be related to effective temperatures as
J± = 1

2κ0T
2
± (with κ0 = π2k2

B/3h). For the tunneling heat current between the eigenmodes we then have

〈Jem
τ 〉 =

gem

a
γ
κ0(T 2

+ − T 2
−)

2
= ΓH+n+ − ΓH−n− , (S84)

which is the counterpart of Eq. (S78). Here we used Eq. (S71) with V+−V− = 0 (pure heat transport). The
transport equation is now derived in full analogy with the case of charge transport, and we obtain

∂x

(
J+

J−

)
=

1

`Heq

(
−1 1

−1 1

)(
J+

J−

)
, (S85)

which is the counterpart of Eq. (S82). Equivalently, this equation can be written in terms of local tempera-
tures

∂x

(
T 2

+(x)

T 2
−(x)

)
=

1

`Heq

(
−1 1

−1 1

)(
T 2

+(x)

T 2
−(x)

)
. (S86)

Here, `Heq is the thermal equilibration length

`Heq =
a

gemγ
=

`Ceq

(∆2 − 1)γ/3
. (S87)

The temperature scaling of both equilibration lengths, `Ceq and `Heq, is T 2−2∆, in agreement with Ref. 28

(where, however, no distinction between the two lengths was made).

In contrast to Eq. (S82), the matrix in Eq. (S85) has two zero eigenvalues. This reflects the fact that
the heat conductances of the two eigenmodes are identical (equal to κ0T ) and independent of their electrical
charges, cf. Ref. 30. The transport equation solutions are then linear in x, which implies heat diffusion along
the edge.

We consider now the two-terminal geometry for heat transport, with contacts “biased” with temper-
atures T and T + ∆T , respectively. To stay in the linear-transport regime, we assume ∆T � T . Solving
Eq. (S85), we find the two-terminal heat conductance

GH = 2κ0T
1

1 + L/`Heq

, (S88)

which yields the ballistic heat conductance GH ' 2κ0T for L � `Heq and diffusive heat conductance
GH ' 2κ0T`

H
eq/L for L� `Heq.
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According to Eq. (S87), the thermal equilibration length diverges as (∆− 1)−1 at ∆→ 1. Therefore,
for strong interactions such as ∆ is close to unity, we have `Heq � `Ceq and thus a a broad regime of system
sizes L satisfying `Ceq � L � `Heq. In this regime, the charge and heat conductances are, according to
Eqs. (S83) and (S88),

G ≈ 2e2

3h
and GH ≈ 2κ0T , (S89)

explaining the experimental observations of the present work.
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