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Crossing Symmetric Dispersion Relations for Mellin Amplitudes
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We consider manifestly crossing symmetric dispersion relations for Mellin amplitudes of scalar four
point correlators in conformal field theories. This allows us to set up the nonperturbative Polyakov
bootstrap for the conformal field theories in Mellin space on a firm foundation, thereby fixing the contact
term ambiguities in the crossing symmetric blocks. Our new approach employs certain “locality”
constraints replacing the requirement of crossing symmetry in the usual fixed-z dispersion relation. Using
these constraints, we show that the sum rules based on the two channel dispersion relations and the present
dispersion relations are identical. Our framework allows us to connect with the conceptually rich picture of
the Polyakov blocks being identified with Witten diagrams in anti-de Sitter space. We also give two sided
bounds for Wilson coefficients for effective field theories in anti-de Sitter space.
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Introduction.—Conformal field theories (CFTs) are cen-
tral to our modern understanding of strongly interacting
systems in high energy physics, condensed matter physics,
and statistical mechanics. It is therefore crucial to develop
calculational tools to extract the dynamics of these theories.
Four point correlation functions in CFTs are constrained by
crossing symmetry and unitarity in addition to the con-
formal symmetries. The usual bootstrap consistency con-
ditions impose crossing symmetry on the conformal block
expansion, and this places strong constraints on the scaling
dimensions of operators as well as their three point
functions.

An alternative approach is to make the crossing sym-
metry manifest at the outset and instead impose other
consistency requirements. In 1974, Polyakov [1] proposed
a version of the conformal bootstrap that used crossing
symmetric blocks. Consistency with the operator product
expansion (OPE) led to dynamical constraints. This idea
lay dormant until recently [2,3], when its power was
demonstrated in Mellin space [3,4]. The latter is the natural
habitat for conformal correlators, playing the role that
momentum space does for flat space scattering amplitudes
[5-9].

An attractive feature of this approach is that the basis of
Polyakov is essentially that of exchange Witten diagrams
used in the anti-de Sitter (AdS)/CFT correspondence [3.,4].
Nevertheless, the nonperturbative validity of this approach
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remained obscure. Indeed, in [10], it was pointed out that
contact terms need to be added to the basis; however, it was
not clear what would fix these terms. In the special case of
1D CFT, this issue was resolved in [11-13]; unfortunately,
these methods do not carry over to higher dimensions.
Recent works [14-17] have endeavored to clarify the
nonperturbative validity of the Polyakov bootstrap in d >
2 by considering dispersion relations in Mellin space.
However, these relations exhibit only two channel sym-
metry, with crossing symmetry additionally imposed,
thereby going against the spirit of Polyakov’s original
work. A nonperturbative version of the crossing symmetric
bootstrap would no doubt shed light on the very successful
numerical developments arising from bootstrapping posi-
tion space correlators [18,19]. Furthermore, through the
connection to Witten diagrams, such an approach is the
natural one for CFTs with a large radius AdS dual.

In this Letter, we will consider a manifestly crossing
symmetric dispersion relation for Mellin amplitudes, focus-
ing on identical scalars. This builds on certain relatively
obscure investigations in the 1970s [20], whose utility was
recently demonstrated in the context of quantum field
theories (QFTs) [21]. In this approach, we will employ a
crossing symmetric parameterization of the Mellin varia-
bles (s, ) (which are analogous to the usual Mandelstam
invariants) and write the corresponding dispersion relation.
This is to be contrasted with the more conventional fixed-¢
dispersion relation, which has symmetry manifest only in
the (s, u) channels [14,15].

The price we pay for making crossing symmetry mani-
fest is the potential presence of “nonlocal” singularities.
More precisely, our amplitude will generally have unphys-
ical poles in the Mellin variables (or rather, crossing
symmetric combinations thereof). Thus, in our approach,
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we need to impose “locality constraints” [Eq. (5)] for
consistency. This then leads to our central claim: Once the
locality constraints are imposed, the crossing symmetric
dispersion relations admit a Witten diagram expansion and,
moreover, all contact terms are fixed, as proposed in [10],
up to a constant.

We should emphasize that the way the Witten diagrams
emerge from the crossing symmetric kernel is quite non-
trivial and only happens after imposition of the constraints.
Compared to the approach of [14,15], our locality con-
straints appear to be equivalent to the sum rules arising
from requiring crossing symmetry (whereas their expres-
sions do not have the unphysical poles above). This
demonstrates that the expansion in Witten diagrams is
robust and captures the requirements of both crossing
symmetry and locality, as might be expected. In our
approach and that of the fixed-r dispersion relations, one
then proceeds to impose the so-called Polyakov conditions.
This is the requirement that there are no spurious double
trace operators in the spectrum. It enables us to bootstrap
the dynamical conformal data of scaling dimensions and
OPE coefficients.

We note that, in the context of QFTs, the analogous
locality constraints [22] were also argued [21] to be
equivalent to the crossing symmetry conditions for the
fixed-t dispersion relation for effective field theories
[23,24]. Analogously, we will also consider bounds on
the Wilson coefficients of the Mellin amplitudes for
effective scalar field theories in AdS space. We give
preliminary results for two sided bounds similar to those
for QFTs [21,23,24].

Crossing symmetric dispersion relation.—We define the
Mellin amplitude M(sy, s,) for a four point identical scalar
CFT correlator as

G(u,v) _/di{diz.u51+2A4’/3USZ_A“’B/J(Si)M(SI,32)’
2mi 2wl

where §3 = —S§| — S, the measure factor
,Lt(Sl-) = FZ(A(/)/3 - sl)Fz(A{/,/3 - S2)F2(A¢/3 - S3), and
G(u,v) is the position space conformal correlator. A is
the scaling dimension of the external scalars. M(sy, s,) is
analogous to the usual flat space scattering amplitude, and
s1, §o are analogous to the Mandelstam invariants [related
to the usual (s, #) by a shift [25] ]. Motivated by S-matrix
amplitudes, where we can write a crossing symmetric
dispersion relation [20,21], we will write a similar relation
for M(sy, s,), assuming its nonperturbative existence in a
region of the complex plane [14]. We consider hyper-
surfaces (s, — a)(s, — a)(s3 — a) = —a®, with a being a
real parameter. The s; can then be parameterized as

a(z —z)’?

, k=1,2,3, 1
o (1)

si(z,a) =a—

where z;, are cube roots of unity. Note that a =
[515253/ (8182 + $283 + s35;)] is crossing symmetric.
M(sy,s,) is an analytic function of (z, a). Unlike the S-
matrix amplitude, CFT Mellin amplitudes have poles in the
twist of the exchanged operator (with accumulation points)
rather than cuts. Instead of a dispersion relation in s for
fixed ¢, we now write (a twice subtracted) relation in z
for fixed a, as in [20,21]. In our case, this becomes,
following steps similar to [20,21] (see supplementary
material A of [21]),

1 Oodsll ! ! !
M(sy,8) = ag+ = o s Als’;s5(s, a)]
T

n 1
X H(s};51,52.53), (2)

where ay = M(s; =0, s, =0) is a subtraction constant,
A(sy; s,) is the s-channel discontinuity, and
S $ s
H(S;S19s2’s3): ( =+ + : >
S — 98 §— S5 §— 83

sea=-3[1-(3297 @

sS—a

which defines the crossing symmetric kernel H [20,21].
Here we have solved for s for fixed a in terms of the other
independent variable s} from the defining relation below
[Eq. (1)]. Note that Eq. (2) is manifestly three channel
crossing symmetric since the dependence of s is only
through a. In the Supplemental Material [26], we have
numerically investigated how well Eq. (2) represents the
2D Ising model Mellin amplitude. We have also examined
there the conformal partial wave expansion from which we
can work out the domain of a where Eq. (2) converges. Let
70 be the starting point of the chain of poles in s;.
Following [15], the conformal partial wave expansion
converges when —7(*)/3 <Re(a) < 27(9/3 for 7 >0
and 79 < Re(a) < 27(9/3 for 7V < 0.

Locality constraints.—The Mellin amplitude of identical
scalars has complete crossing symmetry and hence admits a
manifestly symmetric expansion,

M(sy,87) = Z M, xPy? = Z /\/lp.qx“qaq, (4)

P.4=0 p.4=0

with x = —(s15, + 583 + 535;) and y = —s;sp53 (with
y = ax). It is important that only positive powers of x, y
appear in this expansion around the crossing symmetric
point (x =y = 0) so as not to have unphysical singular-
ities. However, as we will see, this will not be obviously
evident for our dispersion relation. Thus, we will need to
impose the nontrivial constraints

p <O0. (5)
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(Note: g > 0 is built into our formalism.) In the fixed-¢
dispersion relation, there are no such negative powers and
the corresponding sum rules turn out to follow from
requiring crossing invariance [27]. In our approach, on
the other hand, the constraints in Eq. (5) are the only
additional ones we need to impose, apart from the Polyakov
conditions to be discussed below.

Crossing symmetric block expansion.—The s-channel
discontinuity in Eq. (2) comes from the series of poles in
the twist (including accumulation points):

0
A(sy, 52) HZCAKPAf Tk $2)8(7i — 51).
ALk

Here C(Ak?f is proportional to the square of the OPE

coefficient and is explicitly given in the Supplemental
Material. The P, ,(sy,s,) are the Mack polynomials that
are the building blocks of the conformal partial wave
expansion and are also given for reference in the
Supplemental Material. We have also defined the twist 7, =
(A=7)/2+ k- (24,/3) with integer k > 0. Using these,
the dispersion relation [Eq. (2)] reads as [note: 7, > 7]

(k)

2. cy
M(s1.82) = ap + Z At Q,(f’Ak) JH(7i351.52.53),  (6)
Ak Tk
where s3 = —s; — s, and
(a) =p / 7
Qf.k (a) = Paslep s5(7x, a)]. (7)

The final answer [Eq. (6)] is fully crossing symmetric. Notice
that since s (7, a);,_,, = 52, Eq. (6) gives the correct
residues at the poles 7; in each channel. In the
Supplemental Material, we perform several checks of the
convergence of the representation [Eq. (6)].

Witten diagram expansion.—We can now relate the
block expansion in Eq. (6) to the Witten diagram expan-
sion. Note that the s-channel Witten diagram can be written
in terms of the meromorphic pieces [10]:

! —l>. (8)

Tk — 581 Tk

M(AS,)f,k(sleZ) = PA,f(S1,S2)<

Here, for convenience, we have subtracted an additional
polynomial piece o 1/7;, compared to [10]. The 1,

u-channel Witten diagrams are related via M X?f’k(sl L 8) =

M<AS.>f,k(s2’ 53)s M(Au,)f,k(sleZ) = M(AS,)f,k(s3’sl)'

The key observation is the following. Since
[1/(zx = s1) = 1/ = (/) [s1/(z = s1)], the crossing
symmetric kernel H(zy;sy,$,,53) in Eq. (3) also has the
same meromorphic pieces, in each channel, as the Witten
exchange diagrams. However, the difference between
the expansion [Eq. (6)] and the expansion in terms of the
individual Witten diagrams arises in the prefactor. In the

Witten diagram [Eq. (8)], the prefactor is the usual poly-
nomial dependence on the Mellin variables in Py (s, $,),
while the prefactor in Eq. (6) is the same Mack polynomial
but with an argument s}, as shown in Eq. (7).

Now, from Eq. (3), we see that s5(7;, a) has singularities
when a = y/x = ;. These are unphysical since they indi-
vidually give terms in the expansion that should not be
present in the full amplitude. Indeed, as we will see explicitly
below, they will give terms with negative powers of x and
thus an expansion that is not of the form in Eq. (4). Note
that H(z3s1,52,83) = {[x(27, — 3a)]/[xa — xz, + ()] };
therefore, we can expand Eq. (6) around a =0, x =0
to get only positive powers in the expansion [Eq. (4)].
Thus, what we need to do is to simultaneously expand
Eq. (7) in powers of a and set the net negative powers of x to
zero, as per Eq. (5). Since the meromorphic pieces of Eq. (6)
coincide with those of the exchange Witten diagrams, the net
result is to remove the spurious singularities coming
from s5(z;, a). This leaves a finite number of polynomial
contact pieces, which are all now fixed up to a constant.

Let us illustrate the procedure. Consider the difference

> MY, (s1.5).

i=s,t,u

1
D= QP (@)H(zss1, 50, 53) -

Given that the Mack polynomial is of order # in the variables,
Q(fék) (a) and thus the difference D, will have an unphysical

pole of order #/2 at a = 7. As a concrete example, take the
¢ = 2 block. The Mack polynomial has a finite expansion

Pay(s1.80) = Zigi‘;o(sl)’"(sz)"bg)n Thus, in our case,
we have PA,f:Z(sl’ S2) = Szb()% —+ Szbz()) —+ S1S2bg 1)

slb% + szb((ff + bgg, and therefore we find

2 »@ + p?
D, = X002 +x( 0,2 2,0)‘ 9)
a— T Tk

As expected, there is a single pole at a = y/x = 7, that gives
rise to negative powers in x, y, as well as additional
polynomial pieces. In other words, D,_, takes the form

N y N 2 n—n—
Dyoy = —20-— — i) > @' (10)
k Ty

The last term will not contribute once the requirement of
Eq. (5) is imposed (on the full amplitude). The first two terms
are polynomials as expected and given by

. 2xb8) yb{)
M(A.)fzz,k(sl’SZ): 20— 7 - (11)
Tk Tk

It should be clear that similar arguments hold for all #—the
corresponding D, will have spurious singularities that
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when expanded in powers of a give negative powers of x
except for a finite number of pieces that are polynomials in x,
y. Once the locality constraints are imposed on the
full amplitude, only these polynomial pieces survive. The
¢ =4 case is also discussed explicitly in the Supplemental
Material.

We have therefore argued for the Witten diagram
expansion of the Mellin amplitude as

M(s1.52) ZC sz{ Af,k(slvs2)+ Z Mg?f,k(sl,sz)],
ALk i=s,tu
(12)

M (Ac’)f’ (51, 52) are the polynomial pieces (for each ¢) in D,
after removing the spurious singularities at a = z;. These
are precisely the contact terms that were not fixed in [10].

Note that for the £ = 0 case, M<Ac_)f:0’k(s1 . §) is a constant
that gives the subtraction constant . In d = 1, where there
are no spins, this is the only contact term, as discussed in
detail in [13]. Our conclusion, then, is that the contact term
ambiguity anticipated in [10] is fixed for any spin, and the
Witten diagram expansion holds once the locality con-
straints are satisfied. Furthermore, the explicit form of the
contact term shows why it did not contribute to the O(e?)
results in [3,10], i.e., it can been seen to start contributing
only at O(e*).

Polyakov conditions and sum rules.—The measure factor
u(s;) in the definition of the Mellin amplitude introduces
additional spurious poles in the full amplitude. We
must therefore impose the condition that this expansion
not have the poles for double trace operators with
A =2A,+7¢+2p. Thus, M(s;,s,) must vanish at
s = A¢/3 + p [3,10,14], which are the so-called
Polyakov conditions. From Eq. (6), we get

Fy(s2) = M(sl = ﬂ4— p,s2> =0. (13)

3

Derivation of sum rules in [15].—We define the combi-
nations for p; € 7=°

B Sp. (52)
O (2) == (P1=p2)(P1+Pp3+s; +2%)
_ %pz(sz)
(p2= 1) (P2t p3+s:+739)
_ Sps (s2)
(P1+p3+s2 +2%)(Pz +p3+s: +%> ’

(14)

with &, defined in (13). We can now compare Q,, , . (s2)

to the functional w), , ,. in [15]. In our notation,

= k
wp1.ﬂ2.,p3 <s2) = Z C<A_)KPA,L‘;(T/(7 S2)

Azk
1
X 2 Ay Ay
[ G+ pi =) (F+ p3 + 7+ 52)
1
A A, :
2 Gt pit )Gt pi—)
(15)

If we now Taylor expand w,, ,, ,.(s,) and Q, , . (s5)
around s, = 0, we get, respectively,

Qpl,pz,m (Sz) = (SZ)rQ;:)vp2~P3

NN

Dp,.py.p3 (s2) = (s2)rw§7rl>»P2~P3 (16)

Il
o

r

and find that wﬁ,’l),pz,m = Qg?,pz_m fori =1,...,5. Fromi =
6 onward, there are nontrivial relations. To give a flavor of
these relations, we exhibit, for r = 6 and r = 7 (where we
have put some of the p; to zero),

(6) (6)
Dp.pr0 'Q'Pl P2

0 O(M 12 (17)
and

Ay(A, +3py)

"M _ o _
@y 00 p1.0,0 & M_i, 28, + 3p,

M 5. (18)

The explicit expressions for the M, , appearing here are
given below in Eq. (19). What these relations indicate is
that once the locality constraints [Eq. (5)] are imposed, our
Polyakov conditions are the same as those in [15]. We have
checked that similar relations hold for any (p,, p,, p3) for
higher r.

Positivity conditions for CFTs.—Positivity conditions on
amplitudes are important for putting bounds on the Wilson
coefficients of effective field theories (EFTs) in a dual AdS
spacetime. We obtain them in our formalism following
[21]. From Eq. (6) (see Supplemental Material), we find

n m,m ch)fBAmfk I’lZl (19)
AZk
Here B,(LA,,'f’k) is given by

Afk
E unmq

1) 4P, fq(Tk’ 0), (20

where Py 4., (74, 0) = 0%, Pa (74, 52)|5,— and
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u® (n—qg—1)!(m+2n—3q)
n,m.,q q'(l’l _ m)y(,n _ q)!<,[k)m+2n—q+1
g"'l,i,q_m,q—Fl—M
X Fi|® %77 Al (21)
) q+1aq+1_n’q_nT+m
One can check numerically that (for 7,y >0)

Ppsy(14,0) > 0. A similar claim was made in [14].
Also we find that uEf},{q > 0. As in [21], we can search
for "™ (z;) such that

" @)BI Y = i,
r=0

(_])m+qPA,f;q(Tk’0) > 0.

Next, define M© (s1,s,), the amplitude, after subtracting
off the twist zero contributions (if any). Let 79 denote the
minimum nonzero twist 7;_q. Using this in Eq. (19), we can
write down positivity constraints on M Elo_)m,m similar to
those in [21] [with z(*) > 0]:

m—1
M+ 3" EOIM,, > 0. (22)
r=0

A recursion relation for y, was worked out in [21]. For
example [28], 1\V(z0) = 2n+1)/20,, V(7)) =
2n(n+2) +3]/4(r)% 72 (r) = (2n +1)/27;. These
imply, for instance, M(()?l) > —[3/ 21(0)]/\/1(1?3.

Two-sided bounds.—If we assume that higher spin
partial waves are suppressed, then we can argue for the
existence of two-sided bounds. We can check numerically
that for 7 < ¢,, there always exists some positive
B = O(¢,) such that

ALk ALk a 3a
BAM < g™, v oA, € (E’T)’ (23)
where @ = d/2 — 1. Therefore, we get a two-sided bound
valid for @ < 2A; <3a:

3 0 0 0
=0 M) < M) < M. (24)

To derive a stronger upper bound analogous to the QFT
bounds in [23,24], we will need to incorporate the locality
constraints as well, a detailed study of which we leave for
future work. In the case of AdS EFT for a scalar with mass
m, with the AdS radius given by R, we show in the
Supplemental Material that, for mR > 1,

10a + 11) (AdS)
MBS g @ ( ,
0.1 +2(2a+ 3)m2R| a4+ 1)5, 'O

(25)

where 9 is related to the EFT scale. Besides the fact that a
two-sided bound in AdS space is novel, the derivation using
our approach is algebraically simpler compared to the
fixed-t dispersion. In the future, it will be desirable to

understand the properties of Bg,ﬁ,;ﬂk) better.

Discussion.—The new framework we have developed in
this Letter has allowed us to make contact with Polyakov’s
original crossing symmetric bootstrap proposal and has
shown the equivalence, in a nontrivial way, with the results
of [14]. Furthermore, this approach clarifies the underlying
reason for the existence of Witten diagram representations
for general CFT correlators. To this end, it will be good to
broaden the preliminary discussion in the Supplemental
Material on the convergence of the Witten diagram
expansion and apply it to new settings. It will also be
useful to compare the results developed in this Letter to the
position space results in, e.g., [29,30]. Mellin space
expressions, in turn, permit ready comparison with flat
space results. Many of the positivity conditions for (com-
binations of) Gegenbauer polynomials appear to extend to
Mack polynomials. Mathematically, it will be useful to
develop proofs of these relations, which will enable a
systematic study of corrections to EFTs in AdS space in the
large radius limit. Finally, we hope that this work will
give new impetus to numerical bootstrap studies using
the constraints and functionals [such as in Eq. (14)]
defined here.

We thank Parijat Dey, Kausik Ghosh, Apratim Kaviraj,
and Miguel Paulos for useful discussions. R. G.’s research
is supported by a J. C. Bose fellowship of the DST as well
as project RTI4001 of the Department of Atomic Energy,
Government of India.
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