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ABSTRACT

A two-phase approach has been proposed to study the supercritical flow with heat transfer deterioration (HTD) phenomena so that an anal-
ogy can be derived between subcritical flow boiling and supercritical heat transfer. The volume of fluid multiphase model has been used to
analyze the flow, and the simulation result reasonably predicts the wall temperature peaks. Moreover, the velocity and turbulent kinetic
energy profiles at different axial locations explain the occurrence of HTD. The parametric study of the thermophysical properties revealed
that the density variation is the primary cause of HTD in supercritical flows. Leaning onto this observation, the current study focuses on the
forces generated due to the density variation. It suggests that for no HTD, buoyancy and inertia forces have to be of comparable magnitude
throughout the flow. Mapping of volume fraction variable reveals a sudden jump in the lighter phase thickness near the wall at the site of
HTD, which is also reflected as a maximum in the plot of nondimensional two-phase interface distance from the wall (P). However, this
observation is only restricted to HTD caused by buoyancy. This can be used to draw analogy with the phenomenon of film boiling in subcrit-
ical fluids. In the end, a theoretical expression has been conceptualized for computing the phase boundary distance from the wall (h), which
can serve as a fundamental length scale in supercritical flows as it marks the region of highest property gradient near the wall.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0042935

I. INTRODUCTION

The phase transition above the critical point and its dissipation
has captivated researchers all around the world for a very long time.
This curiosity is mainly guided by the power plant sector, where super-
critical fluids (SF) (fluid at a pressure higher than the critical value)
like water can be used to increase efficiency significantly. However,
inadequate knowledge and lack of predictability of SF flow and heat
transfer behavior pose the most prominent challenge in designing a
fail-safe supercritical power plant. Besides, the use of hydrocarbons
like methane as an alternative fuel in liquid rocket propulsion has con-
tributed to the recent surge in SF flow research.

Several studies have been conducted at the supercritical pressure
(higher than critical value), which has shown a drastic variation in the
thermo-physical properties of the fluid across a very narrow region.
This region is generally known as the pseudocritical line or “widom
line” emanating from the critical point into the supercritical domain.
The widom line can be defined in various ways, such as the locus of a
state with maximum response function (like specific heat) or the line
joining the inflection point of the density variation for a given pressure.
Interestingly, this pseudocritical line demarcates the fluid between
liquid-like and vapor-like behavior. For example, supercritical water

(SCW) is distinguished1 into liquid-like supercritical water (LSCW)
and vapor-like supercritical water (VSCW) as shown in Fig. 1.

Density may seem homogenous from the macroscopic point of
view but there exists nonhomogeneity from a microscopic point of
view. However, with an increase in pressure and temperature in the
supercritical range,2 size of liquid like bundles in vapor like field
decreases. This results in a change in the behavior of the whole system
mimicking a vapor field with high degree of interaction. Although this
understanding existed long ago, supercritical fluid has always been
perceived as a single phase with property variation to understand the
flow dynamics.

Contrary to this, the recent works3,4 on the transition of states
across the pseudocritical line have challenged the traditional belief that
supercritical fluid consists of a single phase. Banauti3 has demon-
strated the prevalence of pseudo boiling phenomena upon crossing the
widom line, which is analogous to subcritical phase change. Later on,
he4 suggested a modified phase diagram by delineating the boundary
based on the physical attributes of the fluid in the supercritical region.

Surprisingly, the analogy between subcritical phase-change and
SF flow dates back to the second half of the 20th century. Initially, a
few experimental studies5–8 focused on heat transfer characteristics of
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supercritical fluid unanimously reported heat transfer deterioration
(HTD) or heat transfer enhancement (HTE). Shitsman5 was the first
to mention that the HTD occurred due to a phenomenon similar to
film-boiling. Meanwhile, Ackerman7 coined the word “pseudoboiling”
to underline the analogy of heat transfer variation of SF flow to normal
boiling processes. However, an alternate explanation based on the
buoyancy forces originating out of the variation of thermo-physical
properties across the widom line came to light later on. Figure 2
depicts the properties of Supercritical water (SCW) as a function of
temperature at a pressure of 25.3MPa.

Shitsman9 argued that the source of HTD might be due to a
decline in transverse turbulent velocity fluctuation which propagates
due to radial density change. Hall and Jackson10–12 asserted that the

buoyancy force manipulates the velocity of the fluid to reduce the tur-
bulence near the wall. Nonetheless, few pieces of evidence contradict
these explanations as HTD even occurs in the absence of buoyancy
forces at certain flow conditions. For instance, Shiralkar and Griffith13

reported decline in heat transfer for upward as well as downward flow.
This paradox was resolved later when the origin of such HTD was
ascribed to the acceleration effect instead of buoyancy. Numerical
studies14–20 have been performed for different SF flow conditions cor-
responding to preexisting experimental setups and have shown consis-
tency in terms of results by predicting HTD and HTE. Similar to the
experimental analysis, these studies have also found either buoyancy
or acceleration effects to be the main reason for HTD or HTE
occurrence.

The first explanation of the HTD5,7 was theorized based on the
phase-change process where maxima are the result of the phenomena
similar to boiling in subcritical flows. However, the two-phase aspect
of supercritical fluid flow remains untouched. The recent review stud-
ies21,22 on HTD phenomena in SF flow have summarized all the exper-
imental and numerical work, where it can be seen that SF flow
research is still restricted to the idea of treating it as a single phase
with varying properties, for example, in the case of SCW, as shown in
Fig. 2. No attempt has been made to verify the speculation that HTD
in the SF (near the critical pressure) flow has a resemblance to boiling
phenomena. In other words, there is no research work reported in the
open literature that can demonstrate the analogy of subcritical flow
boiling to supercritical heat transfer. This lacuna is the primary moti-
vation of the presented work. So, a multiphase numerical model has
been implemented, where the flow is treated as a two-phase flow
undergoing phase change across the pseudocritical line, as shown
in Fig. 1.

It is to be noted that if one can show the existence of pseudoflow
boiling, then the concepts and understanding of the extensively
explored (Analytically, experimentally, and numerically) boiling phys-
ics can be directly employed for SF flow. This implication can be
clearly illustrated by the recent work,23,24 where criteria for the onset
of HTD and heat transfer correlations are developed for supercritical

FIG. 1. Pressure vs temperature (p-T) for water, including a schematic of the pseudo-two-phase region. The shaded region in the p-T curve marks the pseudocritical region.
The right side of the figure is the zoomed-in image (not drawn to scale) of the widom region, explaining the phase and their boundary in the proposed pseudophase change
process.

FIG. 2. Properties of Supercritical water at 25.3 MPa (NIST miniREFPROP). The
range of temperature in which the major chunk of variation occurs is same and very
narrow for all the properties. Besides, the maximum of the specific heat can be per-
ceived as a reflection of phase change happening at the microscopic level.
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CO2 and water, respectively. Interestingly, the common ground shared
by both these studies is the assumption of pseudoboiling in SF heat
transfer. So, the proposed research will boost the credibility of such
studies and will give further motivation to pursue similar work. For
example, the recent work on the subcritical film boiling25–27 can be rel-
evant to SF flow because these studies have investigated the combined
effect of buoyancy and inertia on heat transfer or two-phase boiling
heat transfer at high mass flux. This will eventually help us in design-
ing effective design guidelines for supercritical boilers. Even inspiration
from this can be drawn to explore other SF like methane which also
experiences phenomena28 similar to HTD at supercritical pressure
when used as a coolant in rocket engines.

Furthermore, the current literature lacks in terms of mathemati-
cal explanation for the decrease in the heat transfer of supercritical
flow. Almost all previous works have mentioned property variations to
be the reason for HTD. However, very few attempts have been made
to quantify these variables. Typically boiling heat transfer is governed
by the forces arising out of the density variation, so SF will experience
a similar behavior. The same is explored for calculating the forces by
first employing a parametric study of the various thermophysical
properties. It reveals the key dominant property responsible for flow
alteration. Subsequently, the actual flow is simplified for mathematical
analysis based on the insight of the parametric study, and the same has
been used to elucidate the observed flow characteristics.

Finally, we investigated the pseudoflow boiling characteristics by
plotting the volume fraction data at the different axial locations for
various flow conditions. This variable also provides us the distance of
the two-phase interface from the wall, and the same has been nondi-
mensionalized based on the scaling analysis. Further, the proposed
scaling model leads to a theoretical equation that enables the predic-
tion of the two-phase interface distance from the wall. This expression
can provide a vital length scale for SF flow as it estimates the distance
of the region near the wall where most of the properties vary
drastically.

II. METHODOLOGY
A. Governing equations

This paper primarily covers the results obtained using the pro-
posed two-phase method for the supercritical flow. However, some
section of the paper (Secs. IIIA and IIIB) includes some results
obtained using the conventional single-phase method. The inclusion is
aimed for better qualitative perspective. Hence, for completeness, this
section has two subparts that discuss the equations solved in both
methods. All the flow governing equation of mass, momentum, and
energy is numerically solved for the both the approach using commer-
cial software (ANSYS FLUENT). The axis-symmetric flow for a
steady-state case has been studied for the circular pipe flow.
Accordingly, the governing equations have the radial and axial compo-
nent, written in cylindrical coordinates for presentation.

Single-phase approach:
Continuity equation:
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Radial momentum direction:
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Here, x and r are the axial distance from the inlet and radial distance
from the axis, respectively, as shown in Fig. 4. Similarly, u and v are
the axial and radial velocities correspondingly. Also, le is the effective
viscosity defined as le ¼ lðviscosityÞ þ lt , where lt is the turbulent
viscosity to be determined by Eq. (5). Pressure and density are repre-
sented as p and q, respectively

lt ¼ qClfl
k2

e
: (5)

Here, Cl is a constant and fl is a damping function to accommodate
near wall effects.

Energy equation:
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Here, H stands for the specific enthalpy, T is the temperature, DVISC is
the viscous dissipation term, and Cp represents the specific heat at
constant pressure. Pr is the Prandtl number whereas Prt represents the
turbulent Prandtl number, which is equal to 0:85 for this analysis.

The shear stress transport (SST) k-x turbulence model is utilized
here, which has the advantage that it subsumes the qualities of the k-x
and the k-e model. It has the properties of k-x in-wall proximity while
acting like k-e in the free stream region. The governing equations of
the turbulence model are shown below for turbulent kinetic energy (k)
(TKE) and turbulence dissipation rate (e),
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Here, Pk and Gk are the turbulence production term due to mean
velocity and buoyancy, respectively. The expression for the same is
given in Eq. (9). Also, Ce1 and Ce2 are the model constants, whereas f1,
f2; and E are the damping functions. Pre and Prk are the turbulent
Prandtl number corresponding to k and e
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Here, b is the coefficient of thermal expansion and Xi denotes the ith
coordinate used in the flow analysis.

Two-phase approach:
The volume of fluid (VOF) multiphase model has been

employed for the two-phase simulation. The VOF model is gener-
ally used to track the interfaces between immiscible phases by cal-
culating the volume fractions of all phases in each computational
cell. However, with the recent developments,29–31 VOF has proven
its effectiveness for the flow boiling process, which involves mass
transfer across the phases. In VOF model, the continuity equation
is solved individually for the volume fraction (a) of the second
phase, which is vapor (av) in the present case. Hence, the equation
takes the following form:

_1
qv

@ avqvð Þ
@t

þr _avqv~uvð Þ ¼ _mlv � _mvlð Þ
� 	

: (10)

Here, _mvl and _mlv represent the mass transfer rates from vapor to liq-
uid and liquid to vapor, respectively, and both are governed by the Lee

model.32 The expression for both the mass transfer rates is given in the
following equation:

If Tl liquid Tð Þ > Tsat

_mlv ¼ fealql
Tl � Tsatð Þ

Tsat

If Tv liquid Tð Þ < Tsat

_mvl ¼ fcavqv
Tsat � Tvð Þ

Tsat

: (11)

Here, fe and fc are the evaporation and condensation frequency,
respectively. Tsat is the saturation temperature, which is assumed to be
equal to the pseudocritical temperature (Tpc) in the proposed two-
phase method. The continuity equation for the second phase is only
solved, and the volume fraction for the primary phase (liquid) or al is
calculated subject to the constraint shown below

al þ av ¼ 1: (12)

All the other governing equations, such as momentum, energy, and
turbulence model, are solved for the fluid as a whole [same as single
fluid equations which are given earlier equations from (2) to (9)]. All
the properties must be taken as volume averaged, having a contribution
from every phase present in the computational cell. In the other words,
there is a single momentum, turbulence and an energy equation for the
multiphase flow with modified properties accounting for the presence
of different phases. Consequently, all the flow variables computed from
the governing equation incorporates the existence of all the phases.

Further, the energy required for the phase transition is
accommodated by setting a common reference temperature for
both the phases during enthalpy. In other words, phase-wise
enthalpies are measured with a jump while changing the phase as
manifested in Fig. 3. For the present study, pseudocritical tempera-
ture (Tpc) is assumed to be the saturation temperature (Tsat) for
the pseudophase change model, and the same has been kept as the
reference temperature. Hence, to incorporate the phase change
process, the enthalpy of the LSCW (Hsat

l ) and VSCW (Hsat
v ) at the

reference temperature is fixed as zero and Htrans, respectively.
Figure 3 depicts how the pseudophase change model incorporates

FIG. 3. A Schematic representing the
actual and pseudoenthalpy variation. The
left side of the figure depicts the real
enthalpy variation of SCW, which has a
monotonous increase in its value with
temperature. Although the right side of the
figure maintains the same variation with
temperature, there is a sudden jump in
enthalpy value at Tpc. So, the juxtaposition
of the two images reveals how the inspira-
tion has been drawn from the subcritical
phase change process, and the same has
been incorporated.
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the phase change energy requirements in the form of Htrans such
that it satisfies the following equation:

Hsat
v �Hsat

l ¼ Htrans: (13)

Htrans is governed by DT and average specific heat (Cp) in the DT tem-
perature range. As displayed in Figs. 1 and 3, DT is the temperature
interval in the pseudocritical region used to replicate a pseudo-two-
phase saturation interface. Therefore, DT controls the extent of the
energy required for the phase transition (Htrans) across this two-phase
boundary. The value of Htrans at a given pressure can be computed by
the basic definition of enthalpy given in the following equation:

Htrans ¼ Cp DTð Þ: (14)

Further, all the properties experience a jump in their values in a similar
manner as enthalpy shown in Fig. 3. Hence, once the fluid temperature
crosses Tsat ¼ Tpc, a transition of LSCW to VSCW happens, and the
same is reflected in the fluid properties. The difference in density (or
other properties) of VSCW to LSCW is dictated by the DT value since
this value controls how the density at the saturation temperature is
defined for the two phases. The expression for the same is given in Eq.
(15), which shows that LSCW has a density value of SCW density cor-
responding to a temperature of ðTpc � DT

2 Þ whereas for VSCW it is
ðTpc þ DT

2 Þ

qLSCWatTsat
¼ qTpc�DT

2
and qVSCWatTsat

¼ qTpcþDT
2
: (15)

Here, the property transition incorporated in the pseudophase change
model is demonstrated with the help of density; however, it occurs in a
similar fashion for all the other properties. It is worth mentioning that
this pseudophase change model behaves like any typical subcritical
phase change process, where the saturation zone (two-phase zone) is
formed. The temperature variation is continuous as displayed in Fig. 3
with the fluid experiencing change in properties across the two-phase
region.

B. Physical and numerical model

Figure 4 depicts the general representation of the computational
domain where the circular pipe’s length and diameter vary depending
on the experiments, as shown in Table I. The flow geometry used is a
vertical circular pipe; for numerical analysis purpose, it is partitioned
into three different regions along the axis. The first part is a region
where no heat transfer occurs and results in a developing velocity pro-
file overcoming the entrance effects (region 1). The next region imi-
tates the heated length (uniform heat flux) of the test section in
various experimental setups (region 2) as shown in Fig. 4. In the end, a
region with an adiabatic wall ensures no backward flow, leading to a
stable numerical system (region 3).

No-slip condition is maintained near the wall. As previous works
suggest, the nondimensional wall distance ðyþÞ of the first element
near the wall should be less than 1. This has been accommodated by
introducing radial nonuniformity in the mesh such that the highest

FIG. 4. Schematic diagram of flow geom-
etry used for the simulation purpose.
Although the figure represents a three-
dimensional computation domain, an axis-
symmetric coordinates system has been
used for the numerical study. Also, region
2 mimics the actual experimental test con-
dition in terms of diameter, length, align-
ment, and boundary condition. The other
two regions are used either to achieve the
desired boundary condition or for conve-
nience in the numerical study.
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grid density exists in the wall neighborhood. The distance of the first
grid from the wall is kept at 0:001mm to maintain the value of yþ less
than 0:2 so that it falls within the recommended limit.

The property variation across the pseudocritical line resembles
the phase-change process in the subcritical fluid, as shown in Fig. 1.
To set the analogy with conventional boiling process, a virtual phase-
change process across the pseudocritical line is assumed and the same
is approached using the VOF model. The phase transition is imple-
mented by the mass transfer mechanism according to the Lee model.
It is a condensation-evaporation model with a user-defined coefficient
(or frequency) with no specific guideline for selecting the same. The
conventional method is to do the simulations for different coefficient
values and select the pair that emulates the experimental results.

In the present study, Shitsman5 experimental result (case-1) was
taken as reference, and the traditional approach was followed, as
shown in Fig. 5. The pair was selected based on the following reasons:
it predicted two peaks, and the difference between two maxima tem-
peratures (�50K) is similar to experimental data. Accordingly, the
value of fe and fc was chosen to be equal to 2500 and 10, respectively,
and the same values of frequency have been incorporated for the
simulation.

The surface tension effects are assumed to be insignificant in the
proposed method because of the similarity of the supercritical fluid to
a second-order phase transition. In the second-order transition, the
variation in the properties is continuous, unlike first-order phase tran-
sition, where there is a sudden jump in the properties of two phases
present. Therefore, for following the actual flow, DT should be the
least. In the present setup, 2K is the minimum that can be applied.
This is supported by the fact that Ansys Fluent limits the number of
data points which can be used for a piecewise linear property profile.
The same has been employed to incorporate the properties as a func-
tion of temperature, assuming pressure to be constant. This is a valid
assumption since the pressure drop is significantly less.

In order to accommodate a temperature range subsuming all the
possible flow temperatures, we have maintained a difference of 1K
between two subsequent temperature data points in the pseudocritical
region. This eventually leads to the least value of 2K for DT because of
the symmetric distribution over the pseudocritical temperature.
However, it is essential to point out that there is no prescribed method
of choosing DT and one is free to use the least value possible; this
introduces a default parameter in the model.

National Institute of Standards and Technology (NIST) software
miniREFPROP has been used for thermophysical properties of water
at various operating conditions. The geometric details for both cases
are given in Table I.

TABLE I. Geometric specification for the computational domain.

Geometry
Cross

section (D) (mm)
Unheated

Length (L1) (mm)
Heated

length (L2) (mm)
Unheated

length (L3) (mm)
Total

length (mm)

Circular (Shitsman) 8 100 1500 100 1700
Circular (Ornatskij) 3 100 800 100 1000

FIG. 5. Wall temperature variation for different pair of f e and f c:

TABLE II. Boundary and operating condition.

Parameter Case-1 Case-2 Case-3

Reference Shitsman experimental
setup with HTD having two
peaks in the wall temperature

Ornatskij (1971) experimental
setup with HTD

Shitsman experimental
setup with no HTD

Tpc (Pseudocritical temperature) (K) 659 659 652
G (Mass flow rate) (kg/s) 0.022 0.0106 0.022
Tin (Inlet temperature) (K) 578 500 600
q (Heat flux) (kW/m2) 384.8 1810 220.8
Pout (Outlet pressure) (MPa) 25.3 25.3 23.3
Rein (Inlet Reynolds number) 388 85 369 58 431 29
Bo� (Inlet buoyancy parameter) 1.039 � 10–6 3.8865 � 10–8 6.143 � 10–7
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C. Boundary and operating conditions

The boundary and operating conditions are given in Table II for
all the cases. The flow conditions are taken from Shitsman5 and
Wen19 experiments, where HTD has been imputed to buoyancy and

acceleration effects, respectively. At the inlet boundary, turbulent
intensity and turbulent viscosity ratio are 5% and 10%, respectively.
Since the fluid is compressible, mass flow inlet and pressure outlet
have been applied as the boundary conditions. The gravitational accel-
eration (g) value is taken to be 9.8 m/s2. Reynolds number (Re),
Grashof number (Gr), Prandtl number (Pr), and buoyancy parameter
(Bo�) are defined below in Eq. (16), and the same has been calculated
based on the inlet bulk properties

Re ¼ qUD
l

; Gr ¼ bgD4qq2

kl2
; Pr ¼ lCp

k
& Bo� ¼ Gr

Re3:425Pr0:8
:

(16)

Here, k is the thermal conductivity.

FIG. 6. (a) and (b) show the wall temperature variation for case-1 and case-2 dur-
ing the grid independence study for the two-phase approach. The plot reveals
that the result achieves grid independence at B number of nodes for both the
cases. Also, it has been noticed that the wall temperature is insensitive to the
grid refinement in the axial direction. Based on the above observation, the final
mesh structure was decided to balance accuracy and computational cost. So, all
the simulations are done on the grid structure with the specification are axial ele-
ment size (dx)¼ 0.6 mm and radial element size (dr)¼ 0.03 mm for both the
cases, leading to 447 000 nodes and 123 000 nodes for case-1 and case-2,
respectively.

FIG. 7. Wall temperature axial (streamwise) variations: (a) In case-1, Shitsman’s
experimental data have been interpolated to get a curve, and the same has been
used for the comparison with the numerical result. (b) Case-2, the original
Ornatskij’s data were not available, but the wall temperature profile has been
checked against the reported data in the literature19 and follows the same trend.
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III. RESULTS AND DISCUSSION
A. Grid independence

All the simulation results have been ensured to be grid-
independent and the same has been manifested for two-phase
method in Figs. 6(a) and 6(b). Mesh has been refined in radial as
well as in the axial direction. Initially, the number of nodes was
kept at 200 000 and 60 000 for case-1 and case-2, respectively;
subsequently, the grid was modified. Although the mesh is
refined radially, the distance of the first grid point near the wall is
kept the same in all the simulations to maintain the desired yþ

value.

B. Comparison with the experimental result and
conventional (single-phase) method

The two-phase model result is compared against the experimen-
tal results5,19 as well as the single-phase method to check the extent of
suitability. The inclusion of the single-phase result is to provide a qual-
itative perspective of the proposed two-phase method by contrasting it
with the conventional single-phase approach. Also, to establish a com-
prehensive application of the proposed model, case-1 and case-2 have
been studied. Although both cases correspond to the HTD phenom-
ena, the source responsible for the impairment of heat transfer is very
different. Figures 7(a) and 7(b) exhibit a comparison of numerical and

FIG. 8. Radial variation of the velocity profile at different axial locations: (a) Case-1
suggests that the major manipulation of the flow field is shifting from the near the
wall region to the bulk fluid downstream. (b) Case-2, here contrary to the first case,
the alteration of the flow field is concentrated in the bulk region throughout the flow
domain. Also, the magnitude of velocity is one order higher than the case-1 owing
to higher mass flux for case-2.

FIG. 9. Radial TKE profile at the different axial locations: (a) Case-1, here decline
in TKE value is evident in near the wall region or in the bulk depending on the axial
position. (b) In case-2, the loss in TKE is accumulated in the bulk region despite
the increase in the TKE near the wall. Similar to velocity magnitude, the TKE values
are higher than one order for case-2 compared to case-1.
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experimental results for both cases. The juxtaposition reveals that
numerical analysis is competent enough to predict the right trend and
reveals the presence of pseudoflow boiling in SF flow. However, there
are inconsistencies in the magnitude and the location of the HTD as
symbolized by the wall temperature peaks.

It is a well-established fact that any turbulence loss directly results
in downgrading the convective heat transfer, which largely depends on
fluid mixing. So, for HTD to happen, there must be a plunge in the
TKE, which is the best evaluating parameter for the flow turbulence.
Besides, these forces originating out of the fluid property disparity alter
the flow, which is reflected in the velocity plots. The slope of the

velocity profile qualifies to be the best analysis parameter for TKE. All
this leads to the conclusion that any decrease in the velocity gradient
will be reflected as a decline in the TKE value.

Figure 7(a) depicts case-1, which corresponds to Shitsman exper-
imental setup,5 where the two wall temperature peaks were observed.
Peculiarly HTD reoccurred after showing signs of recovery. The
numerical study matches the observed trend, although the two-phase
and single-phase approaches do not imitate each other perfectly.
However, this can be anticipated because the VOF model and the
pseudophase change process have a lot of parameters that need to be
properly fine-tuned. In the vicinity of the first peak, x¼ 0.5 m velocity

FIG. 10. Contour comparison of
the results from two-phase and
single-phase approach for case-1.
All the contours are in x-r plane,
so that horizontal direction and
vertical direction are along the x-
axis and r-axis, respectively. The
value of x at the top of each con-
tour marks the axial location of
the contour in the flow domain
and the value of r shows radial
variation from the flow axis: (a)
Temperature contour and (b) den-
sity contour.
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profile is flattened near the wall, as shown in Fig. 8(a) because of buoy-
ancy forces arising out of the radial density variation. Meanwhile, as
expected TKE values experience a drop near the first peak, displayed
in Fig. 9(a). As the heat transfer recovery starts from the first peak
location, the velocity profile suggests that buoyancy forces are still
dominant in the near-wall region, eventually leading to higher velocity
near the wall. This is also translated in the TKE plot, where the value
keeps on increasing near the wall.

Further downstream, the flow experiences an increase in the
velocity of the bulk fluid for x¼ 0.9 m shown in Fig. 8(a), and this
results in flattening of the velocity profile away from the wall and in
the proximity of the second wall temperature peak. It leads to loss of
TKE majorly in the bulk region at x¼ 0.9 m and x¼ 1.0 m as repre-
sented in Fig. 9(a), which eventually results in HTD. The reoccurrence
of the heat transfer impairment is primarily due to the acceleration
effects where the bulk fluid rushes to maintain the same mass flow rate
despite the decreasing value of density in the axial direction.

Also for case-2 (which was inspired by the Ornatskij experi-
ment19), Fig. 7(b) represents the two numerical approaches that pro-
duce very similar results. Contrary to case-1, mass flux and heat flux
are much higher in this analysis; thus, flow dynamics is much different
even though the fluid has the same property. This study falls into the
category of HTD, which is solely the consequence of the acceleration
effect. The rapid decrease in the fluid density propels the flow, as dis-
played in Fig. 8(b), where the velocity keeps on increasing down-
stream. As a result, the velocity gradient decreases in bulk, marked by
the decline in TKE value even though it grows near the wall, as mani-
fested in Fig. 9(b). Hence, a wall temperature peak is observed, which
is figurative of HTD. Although the TKE rises near the wall, as shown
in Fig. 9(b), it cannot compensate for the decrease in TKE. Since the
heat transfer involves convection from the wall to bulk, any loss of tur-
bulence at any radial location, will obstruct the heat flow.

In addition, Fig. 10 depicts the temperature and density contour
plot for case-1 for the proposed two-phase approach and conventional
single-phase method. The plot shows that due to the formation of the
saturation zone (two-phase region), the temperature in the bulk of
flow is less in the case of the two-phase method compared to the
single-phase result. It should be noted that two-phase region will
absorb energy for the phase change process resulting in constant tem-
perature, which is absent in the single-phase model. The same trend is
experienced in the density contour as it decreases monotonically with
temperature.

Further, the wall temperature maxima characteristic correlates
with the nature of the forces responsible for the HTD. In other words,
the temperature peak’s nature is dictated by the way the altered flow
field presents a barrier to heat transfer in the flow, and one can even
draw an analogy to the thermal resistance circuit model used in the
conduction problem. The two extremes of the temperature peaks are
marked: the sharp ones resulting from buoyancy forces and broad
ones are the consequence of the acceleration effects. The buoyancy
results in heat transfer obstruction near the wall region, whereas the
acceleration effects bar the heat transfer in the bulk fluid.

C. Parametric study of properties

The main objective of the parametric study is to unearth the
most dominant property of the four fluid properties affecting the flow
behavior. For this purpose, four simulations corresponding to each

property have been performed using the conventional numerical setup
(single-phase), keeping everything unchanged except the properties
shown in Figs. 11(a) and 11(b). For each run, one of the properties is
varied; meanwhile, the rest are maintained constant at their inlet
value.

Figure 11(a) corresponds to case-1, which represents that the
density variation has the most significant influence on the flow
dynamics followed by the thermal conductivity, whereas specific heat
has the least impact. Interestingly, the variable density simulation also
predicts two wall temperature peaks which are already confirmed in
Sec. III B.

FIG. 11. Plots are depicting the parametric study of properties. (a) Case-1, the
capability of variable density setup to predict the two peaks in wall temperature sim-
ilar to actual flow reveals the extent to which density variation governs the SCW
flow. (b) Case-2, here identical to the first case, density controls the flow field.
Besides, the temperature peak is higher in magnitude and sharp compared to
case-1 because of the lower cross-sectional area (CA) and higher heat flux than
case-1.
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Similarly, Fig. 11(b) represents that for case-2, density difference
only can forecast the HTD. However, the properties governing the
flow characteristic follows the same order as observed in the case-1.
This observation falls in line with prior understanding about the
supercritical flow as all the forces altering the flow field, such as buoy-
ancy or the acceleration effects, are direct consequences of the density
disparity.

Further, the dominance of density variation points to the similar-
ity of the SF flow with pseudoboiling (which has been already estab-
lished in Sec. III B) as the forces arising out of the density variation
govern a typical flow boiling phenomena. Besides, it is worth mention-
ing that with the different values of the constant properties instead of
their inlet value, results may differ where the HTD may not be as
prominent as it is in this study. All those possible analyses will suggest
that the density has the highest control over the flow pattern.

D. Quantitative analysis of flow

The quantitative analysis aims to gauge the different forces
numerally originating from the density difference in the axial and
radial direction. As mentioned in the preceding sections, buoyancy
and acceleration effects are the two broad classifications of forces
responsible for the heat transfer impairment in supercritical flows. So,
the actual flow has been simplified to calculate the magnitude of the
two forces on a small axial element of Dx¼ 0.01 m as represented in
Fig. 12 based on following reasoning:

(1) The major share of the buoyant force is experienced in the
near-wall region, where the flow has the highest radial density
gradient. As displayed in Fig. 12, Dr is the cross-sectional area
where the buoyant forces are predominant. Therefore, Dr is
estimated based on the following equation:

qr�Dr � qwð Þ ¼ 0:9 qc � qwð Þ; (17)

where qc ¼ density at the center, qw ¼ density at the wall, and
qr-Dr ¼ density at a radial distance of r-Dr from the center.
Equation (17) is analogous to the definition of boundary layer
thickness in viscous flow theory, where the significant share of
viscous forces is concentrated in the boundary layer region.

However in this case, Dr has been defined as the region where
90% of the radial density variation is accumulated. With the
above description of Dr, the flow has been modeled as two den-
sity regimes:

qco core regionð Þ ¼ qc to r�Dr ; (18)

qan annular regionð Þ ¼ qr�Dr to w: (19)

Here, Eqs. (18) and (19) show that qco and qan are equal to the average
density (qradial distance) in the corresponding cross section region as
shown in Fig. 12. So, given the simplified flow description, the buoyant
forces can be calculated for small axial element (Dx). Accordingly, the
net buoyant forces are defined in terms of force per unit cross-
sectional area (CA) using Eq. (20) with an assumption that radial den-
sity profile remains the same throughout the small axial element
length (Dx) considered for the analysis

Dpb ¼
Fb Net Buoyancy forceð Þ

CA
� qco � qanð ÞgDx

CADr

CA

� �
: (20)

(2) The fluid experiences acceleration effects throughout the cross
section as its genesis lies in the axial density variation. In other
words, more the density gradient downstream; higher is the
fluid acceleration required to maintain the same mass flow rate.
As displayed in Fig. 12 (flow side view), the actual flow has
been restructured to have a single density value at every axial
location, which is the average cross-sectional density (q).
Hence, acceleration effects are enumerated as the difference in
the inertia force per unit cross-sectional area shown in the fol-
lowing equation:

Dpa ¼
Fa Net inertia forceð Þ

CA
� qx2U

2
x2 � qx1U

2
x1


 �
: (21)

Therefore, with proper substitution, Eq. (21) takes the following
form:

Dpa � G2 qx1 � qx2

qx1qx2

 !
: (22)

FIG. 12. Schematic of flow simplification
for the mathematical analysis. The image
gives a feel of how the actual flow has
been simplified for the analysis. Two types
of blue color have been used to represent
the modeled flow field consisting of two
different regions (qco and qan) in the
cross-sectional view. Besides, the side
view has been included to show the modi-
fied flow used for the calculation of both
the forces.
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Here, Ux1¼ average axial velocity at ¼ x1; Ux2¼ average axial velocity
at x ¼ x2 and G is the mass flux.

Furthermore, the above expressions have been utilized to calcu-
late the value of the forces at various axial locations along the flow
path for all the cases. This probe has also been made more inclusive by
performing the computation for case-3, which corresponds to
Shitsman’s5 experiments, which reported no HTD. Figures 13(a) and
13(b) present pressure term and the difference in the pressure terms,
respectively, for all the cases based on two-phase results. It elucidates
the understanding that even though both forces are present in the
flow, the dominant one governs the flow.

For example, in case-2, Dpa is at least one order higher than the
Dpb throughout the flow, whereas for case-1, such clarity does not
exist. In other words, it can be inferred from Fig. 13(a) that at the

location of the first HTD in case-1, Dpb exceeds the Dpa significantly
but for the second HTD as discussed earlier, Dpa has a greater influ-
ence. Also, at the location of the second wall temperature peak, Dpb
passes through a local minimum, whereas Dpa experiences a local
maximum which is also reflected as a local minimum in the pressure
difference plot, as shown in Fig. 13(b). Surprisingly, for case-3, both
the forces are of the same order in the entirety of the flow domain as
represented in both Figs. 13(a) and 13(b). This again leads us to a sig-
nificant deduction that the interplay of both the forces dictates the
supercritical flow behavior. Further, it seems that buoyancy and accel-
eration govern the two extremes of the supercritical flow spectrum
with HTD phenomena. In contrast, when the two forces are commen-
surate, no HTD is reported. The explanation lies in the way the veloc-
ity profile is tempered in the presence of the two forces, as shown in
Fig. 14. Since buoyancy is concentrated in the near-wall region while
the bulk experiences major chunk of acceleration effect, the apparent
conclusion is that the ideal behavior lies in the balance of the two fac-
tors. The heat transfer coefficient, which depends on bulk temperature
(Tb) and wall temperature (Tw), has been plotted in Fig. 14 based on
the following equations:

Tb Bulk temperatureð Þ ¼

ðR
0
2pTCpqurdrðR

0
2pCpqurdr

; (23)

heat transfer coefficient ¼ q
Tw � Tb

: (24)

E. Insights into volume fraction

The most prominent advantage, the pseudophase change model,
exhibits over single-fluid approach is that it explores volume fraction
to unveil the heat transfer characteristics to a greater depth. It equips
us with the phase distribution in the flow, which can be explored as
analogous to the boiling process in subcritical fluids.

Further, it is necessary to investigate the extent of volume fraction
in all the cases before reaching any conclusion. The volume fraction of
the second phase (lighter fluid or VSCW) for case-2 and case-1 has
been mapped in Figs. 15(a) and 15(b), respectively. The variations are
plotted close to the wall as the volume fraction vanishes to zero within
a short distance from the heated boundary. Case-2 in Fig. 15(b) shows
a gradual penetration of VSCW phase in the bulk fluid, which is simi-
lar to flow boiling where liquid–vapor interface distance from the wall
increase along the axial length (in the streamwise direction).

On the contrary, the volume fraction of VSCW shows a sudden
jump in penetration for case-1 at the location of the first peak. Figure
15(a) displays this pattern at x ¼ 0.6 m; the plot shows a steep rise in
the value compared to volume fraction variation at x¼ 0.5 m. No such
behavior is observed for the second HTD location. The jump in the
LSCW-VSCW (two-phase) interface separation (Fig. 16 schematic
shows phase boundary) from the heated boundary is analogous to film
boiling phenomena in subcritical fluids. In other words, the moderate
increase in the volume fraction of VSCW along the streamwise direc-
tion is similar to normal boiling (nucleate boiling) as in case-2. So, the
transition from normal boiling to film boiling can be marked by the
steep increase in the volume fraction reflected at the location of first
temperature peak in case-1. Therefore, one can use the term

FIG. 13. Pressure terms have been mapped for different axial location based on
Eqs. (20) and (22) using the two-phase results. (a) It shows pressure terms (Dpb
and Dpa) variation for all cases. The order of magnitude is different for case-2 com-
pared to other cases because of its high heat and mass flux. (b) It shows the differ-
ence between the two pressure components (Dpb � Dpa or vice versa) depending
on the dominant term.
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pseudofilm boiling phenomenon for HTD caused by buoyancy solely
but not for the HTD reported due to acceleration effects.

Further, a scaling analysis has been proposed for the theoretical
estimation of the two-phase thickness (h) from the wall, as shown in
Fig. 16. This analysis aims to accommodate all the factors which affect
the pseudophase change process. It also presents h in a single dimen-
sionless expression. h has been approached in the following way:

h /

heat input½q SAð Þ�
1=mass flow rate½G CAð Þ�
1=Inlet enthalpy difference DH ¼ Hpc � Hin

� �
radius Rð Þ
Dq=qpc ¼ qin � qpcð Þ=qpc

:

8>>>>>>><
>>>>>>>:

(25)

Here, qin is the inlet density, qpc is the pseudocritical density, Hpc is
the pseudocritical specific enthalpy, and Hin is the inlet specific
enthalpy.

The above equation includes DH since Tpc has been set as the sat-
uration temperature. Also, the last factor incorporates the dynamic
nature of flow on the pseudophase change because Dq term ðassumed
to be of the order qin � qpcÞ is common in Eqs. (20) and (22) of both

the forces governing the supercritical flow. The assumed scale for the
Dq term is most relevant because density variation is very less beyond
the pseudocritical point as the temperature rises. Equation (25) can be
further simplified using Surface area (SAÞ ¼ pð2RÞx, Cross-sectional
area ðCAÞ ¼ pðR2) and grouping all the variables involved in a nondi-
mensional form

h
R
¼ C

qx
GRDH

� �
Dq
qpc

 !
: (26)

Here, C is a proportionality constant. After rearranging the above
equation, it expresses a dimensionless number (P) representing the
two-phase thickness

P ¼ h
R

� �
qx

GRDH

� �
Dq
qpc

 !
: (27)

The nondimensionless number P has been plotted as a function of
nondimensional axial length (x/L2) for all the cases in Fig. 17(a). The
plot shows maxima for the first HTD location in case-1, whereas, for
the other cases, there is a gradual increase in the value. So this peak
corresponds to the jump in the volume fraction reported in case-1.

FIG. 14. Schematic depicting the various possibility of flow in supercritical fluids. The image splits the supercritical flow spectrum into three possibilities based on the domi-
nance of the buoyancy and acceleration effects in the flow. It appears that the ideal and most desirable outcome is when the two forces are of the same order in the entire flow
domain so that their cumulative effect is just to scale up the velocity without altering its gradient. Also, the heat transfer coefficient variation reveals the nature of impairment
and severity of the HTD associated with the two extremes of the SCW flow spectrum.
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Figure 17(a) further bolsters the idea of pseudofilm boiling phenom-
ena for HTD occurrence in the buoyancy dominated flow regime.

Further, Eq. (27) is an expression that consists of all known
input variables except for h. So, the same expression can be made
independent of any flow details by reframing to be capable of pre-
dicting the two-phase thickness (or the two-phase interface dis-
tance from the wall) theoretically (hth) instead of using numerical
h value (hnu).

We also offer some alternate definitions as follows:

Alternate definitions are
q ¼ Ke

Tw � Tpc

h

� �
DH ¼ Cp Tpc � Tinð Þ
m ¼ qU

:

8>>><
>>>:

(28)

Here, Ke represents the effective thermal conductivity. The DH expres-
sion in Eq. (28) is justified because the flow is at constant pressure.
Similarly, the form of q in Eq. (28) is warranted because of the use of
Ke which accounts for turbulent contributions in thermal conductivity.
However, the default assumption in this equation is that h is very small.
So, incorporating the above alternate definitions into Eq. (27) and with
rearrangement, the final appearance of the equation is as follows:

hth ¼ C q�ð Þ0:5 T�ð Þ0:5 PeRð Þ�0:5 Rxð Þ0:5: (29)

Here, T� ¼ Tw�Tps

Tps�Tin
, q� ¼ Dq

qpc
and PeR is a Peclet number based on

radius (R). The equation proves the dependency of h on T�, PeR, and
xð Þ0:5 which will vary for all axial location in the flow domain. In the
end, values of hth have been compared with hnu, and the same has
been plotted for C¼ 0.1[since for scaling analysis, the constant should
be O(1)] as exhibited in Fig. 17(b). The juxtaposition reveals that Eq.
(29) is robust enough to predict the value of h, and offers a relevant
length scale for supercritical flow. Although Eq. (29) reasonably pre-
dicts the h values, as shown in Fig. 17(b), the disparity in the value
increase for case-2 in the downstream direction. As mentioned in the
preceding paragraph, it can be attributed to the fact that expression of
q in Eq. (28) will be close to actual heat flux when h is very small, but
for case-2, h increases significantly in the streamwise direction, and
the same is reflected in the form of the deviation between hth and hnu.
The validity of Eq. (29) is best suited for the cases where h is compara-
tively smaller (h� R).

IV. CONCLUSION

The heat transfer deterioration (HTD) in supercritical fluid is
numerically tested and compared to results obtained in Shitsman and

FIG. 15. Radial variation of volume fraction of VSCW (second phase) at different
axial location: (a) Case-1 shows the peculiar behavior of sudden rise in VSCW vol-
ume fraction at first HTD location which is absent at the position of the second
HTD. (b) Case-2 represents the monotonic increase in the VSCW volume fraction
in the streamwise direction. Also, VSCW phase penetration in case-2 is greater
than case-1 because of the higher heat flux and lower cross-sectional area.

FIG. 16. Pseudo-two-phase flow representation near the wall marking different
phases (LSCW and VSCW) and their boundaries in the radial direction at any axial
location. Also, since the proposed approach is similar to flow boiling in the subcriti-
cal flows, there exists a saturation region where two phases coexist. So, the dis-
tance of the interface of this coexisting phases region (LSCW þ VSCW) and
LSCW from the wall has been named as two-phase thickness or h, which makes it
a pertinent length scale for any supercritical flow.
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Ornatskij experiments using an unconventional pseudophase change
method. This is achieved by employing the VOF multiphase model in
commercial software ANSYS FLUENT. The results showed that the
proposed model behaves similarly to the traditional single-fluid
approach. This proposed quantitative analysis offers a more lucid and
clearer picture of all the major dynamics in supercritical flows.
Further, the two-phase model equips us with an opportunity to set up
an analogy with the flow boiling phenomena in subcritical flows. The
volume fraction variation shows a similar pattern as pseudofilm boil-
ing for a particular kind of HTD, governed by buoyant forces. It is
supported by the observed local maximum in the dimensionless two-
phase thickness plot. Besides, the theoretical expression for calculating
dimensionless h gives a better insight into the supercritical flow, and
its prediction capabilities offer us an important length scale without
going into intricate flow details. Although the proposed method fared

well in predicting HTD, there is a scope of improvements that need to
be addressed. For instance, the pseudophase change idea employs a
multiphase model that has parameters that need to be fine-tuned for
the supercritical fluid applications by extensively employing two-phase
method for SF flow. Even a different phase-change model (other than
the Lee model) along with an improved turbulence model (like using
variable turbulent Prandtl number) can be used to implement the pro-
posed two-phase method. Also, the parameter that is introduced dur-
ing the pseudophase change process, such as DT, has to be explored.
In addition, the two-phase approach should be implemented for vari-
ous SF flow conditions reported in the literature to refine the model
and judge the performance against the conventional single-phase
method. The same will also help in corroborating the observations
made in the quantitative analysis. It offers a way forward to conduct a
lot of experiments whose results can be compared to the proposed
model. The value of parameters for specific flow conditions can be
also investigated further. In the end, the hth equation can be investi-
gated further for the proportionality constant C and its variation in
different fluids in supercritical conditions.
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