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Abstract—This paper presents a generalized architecture for reconfigurable \( m \)-ary tree structures, where \( m \) is any integer > 1. The approach is based on a generalized multistage interconnection network (MIN) which is a generalization of the augmented shuffle-exchange MIN introduced by the authors in [1] for obtaining reconfigurable binary tree structures. The generalized architecture with \( m \)-processing elements or nodes (where \( k \) is any integer > 1) is implemented with a \( k \)-stage MIN. A single control code issued to the MIN establishes a distinct \( m \)-ary tree configuration among the nodes. The architecture can assume \( m^2 \log_2 m^{(k-1)} \) distinct \( m \)-ary tree configurations, one for each value of the control code. The favorable features of the architecture include fast reconfiguration, simplified hardware in the nodes and the MIN, and simple routing control.

The generation of reconfigurable \( m \)-ary tree structures is based on a generalized reconfiguration equation. Analysis of this equation is carried out to prove the reconfigurability of the architecture. The results of the analysis are utilized to provide a procedure to synthesize the \( m \)-ary tree configurations that is generated for any given control code. Furthermore, considerations for implementing the switching elements of the MIN are discussed.

Index Terms—Intra-topology reconfiguration, \( m \)-ary shuffle, \( m \)-ary tree structures, multistage interconnection networks, reconfigurable parallel architecture, switching elements, switching theory.

I. INTRODUCTION

Reconfiguration of hardware resources in parallel architectures has been advocated as an attractive design strategy to implement high-performance systems. The motivations behind this approach to parallel processing are to speed up algorithm execution, minimize inter-processor communication delays, improve resource utilization, and provide for fault-tolerance by restoring the system's connectivity on the occurrence of faults. Several reconfigurable parallel systems of different philosophy, reconfiguration technique, and application scope have been proposed [2]–[28].

In general, a parallel architecture consisting of a network of processors is characterized by the network topology or structure, and is modeled as a graph with the nodes representing the processors and the edges representing the communication links. The configuration of a parallel architecture refers to its structure in which the location of each node has been specified. A reconfigurable parallel architecture is one whose configuration can be altered between different algorithm executions or between phases of the same algorithm execution. Typically, such an architecture should be capable of three types of reconfiguration [29]. The first is intra-topology reconfiguration, which enables the architecture to assume different configurations corresponding to the same structure. This will enhance the inter-processor communication efficiency and the fault-tolerance capability of the architecture. The second is inter-topology reconfiguration, which refers to altering the topology of the architecture so as to establish a network structure that is well-mapped to the algorithm structure, thereby achieving higher computational efficiency. The third is partitioning, by which the architecture can operate as a number of independent configurations, thus enhancing resource utilization. Previously proposed parallel architectures with one or more of the above types of reconfiguration include the Kartschev's dynamic architecture [2], Star [3], CHIP [4], GF 11 [5], Connection machine [6], Pradhan's network architecture [7], RCAF [8], and architectures equipped with reconfigurable bus systems [9]–[11]. Furthermore, a number of reconfigurable architectures have been proposed purely to support fault-tolerance by the utilization of spares [12]–[24]. It should be also mentioned here that in some other types of reconfigurable parallel systems such as PASM [25], TRAC [26], Opsila [27], and IBM R3P [28], reconfiguration refers mainly to the capability of obtaining a mixed-mode parallelism (SIMD and MIMD or shared memory and local memory modes) and partitionability in such modes.

Of the various network topologies that have been proposed, the tree structure has received much interest as a versatile architecture for parallel processing [30]–[47]. Many tree-structured architectures have been proposed for various applications including those based on divide-and-conquer algorithms, searching, sorting, and other dictionary operations [31]–[36], numeric and combinatorial problems [37], parallel processing of large databases [38], [39], production systems [40], and control algorithms [41]. Some tree-structured parallel architectures that have been built are the Dado machine [40], Aspen [42], Non-Von [43], and Teradata's DBC [44]. These architectures are mainly static in nature, that is, they do not have the reconfiguration capability. In order to enhance the fault-tolerance and routing efficiency, tree-structured architectures augmented with additional static links have been proposed (e.g., [31], [45]–[47]).
The performance of a tree-structured parallel architecture can be significantly enhanced if it is equipped with the capability of intra-topology reconfiguration. Such a reconfigurable architecture can assume a number of distinct tree configurations. As mentioned earlier, this type of reconfiguration enhances the inter-processor communication efficiency and the fault-tolerance capability of the architecture. For instance, this capability may be utilized to bring two data-exchanging nodes adjacent to each other, thereby reducing the communication delays. Furthermore, by this capability, the faulty nodes can be isolated by purging them into the leaf positions, so that the system’s connectivity is not lost and it continues to operate in a gracefully degraded mode.

This paper is concerned with the design of a generalized architecture for obtaining intra-topology reconfiguration in m-ary tree structures, where m is any integer > 1. The proposed architecture for the reconfigurable m-ary tree structure generates distinct m-ary tree configurations (TC’s), where each TC is an m-ary tree structure.

Some of the previously proposed reconfigurable architectures have the capability of intra-topology reconfiguration in binary tree structures. In the Kartashev’s dynamic architecture [2], the processors are interconnected by a multiple-bus based crossbar type network. A distinct binary tree configuration is obtained for each value of a control code issued to a shift-register with variable bias (SRVB) placed inside each node. Other topologies such as stars and multirooted trees can be obtained by a structural variation in the SRVB. The Star system [3] is another architecture which is able to configure a pool of processors into a tree which can be rooted at any arbitrary processor. The system is based on a baseline multistage interconnection network (MIN). Reconfiguration is obtained by executing algorithms that set the switches of the network so that the processors are configured as a binary tree structure. Other approaches for configuring binary tree topologies with multistage networks include the GF 11 [5] and RCAP [8]. The CHIP computer [4] is a single-chip architecture capable of reconfiguring into different binary tree configurations with prestored commands. Pradhan’s network architectures [7] are able to assume binary tree configurations through logical reconfiguration, that is, in the absence of physical switching. In addition to these, a number of reconfigurable binary tree architectures have been proposed purely for fault-tolerance by the utilization of spares [12]–[24].

Any reconfiguration scheme introduces two types of overhead: the reconfiguration hardware, which is the extra hardware support required to perform reconfiguration, and reconfiguration time, which is the delay in switching between configurations. One of the primary considerations in designing a reconfigurable system is to minimize the overheads introduced by reconfiguration, in terms of both time and hardware cost.

The authors of this paper recently reported a novel architecture for reconfigurable binary tree structures satisfying the above objectives [1]. The reconfigurable binary tree architecture with \( N = 2^k \) nodes is capable of assuming \( N \) distinct binary tree configurations (BTC’s). The architecture is implemented with a \( k \)-stage augmented shuffle-exchange MIN. The existing shuffle-exchange MIN [48] does not have the capability of assuming a BTC among the nodes. This capability has been imparted to the network by a simple augmentation. The reconfiguration in the architecture is based on the following reconfiguration equation. Suppose that each node is denoted as \( P(i) \), \( i = 0, 1, \cdots, N - 1 \). The equation gives the relation between each node \( P(i) \) and the node \( P(j) \) to which it gets connected for each value of a k-bit control code \( C \) controlling the switching in the MIN:

\[
P(j) = (CRS[P(i)]AB) \oplus C
\]

where \( CRS[P(i)] \) is a one-bit circular right shift of the binary representation of \( P(i) \), \( B \) is a k-bit number with value \( b_{k-1}b_{k-2} \cdots b_1b_0 = 11 \cdots 10 \), \( A \) is the bitwise AND, and \( \oplus \) is the bitwise EXOR operation. It has been proved in [1] that an architecture which establishes interconnections among its nodes according this equation is able to assume distinct BTC’s.

This paper presents a generalized architecture for reconfigurable m-ary tree structures, where \( m \) is any integer > 1. The design is based on the generalization of the reconfigurable binary tree architecture. The nodes in the architecture are interconnected by a generalized MIN. The reconfigurability of the architecture is based on a generalized reconfiguration equation, which is again a generalization of (1).

The architecture for a reconfigurable m-ary tree structure with \( N = m^k \) nodes (where \( k \) is any integer > 1) is implemented with a \( k \)-stage MIN. A single control code issued to the MIN achieves reconfiguration. A distinct m-ary TC is established among the nodes for each value of the control code. The system can assume \( m \cdot 2^{[\log_2 m(k-1)]} \) distinct m-ary TC’s.\(^1\) Note that if \( m \) is a power of 2, the number of distinct configurations is \( m^k \). The favorable features of the architecture include fast reconfiguration, simplified hardware in the nodes and the MIN, and simple routing control.

An analysis of the generalized reconfiguration equation is carried out, and the proof for reconfiguration is given based on the analysis. The results obtained while proving for reconfiguration are utilized to provide a procedure to synthesize the m-ary tree configuration from the root node for any given control code. Design considerations for efficient implementation of the switching elements of the MIN are also discussed.

As mentioned above, the proposed approach can be used to design a reconfigurable m-ary tree architecture, for any integral value of \( m > 1 \). The principles of the approach have their basis in the design of the architecture when \( m \) is a power of 2. There are a few basic modifications in the design strategy when \( m \) is an integer which is not a power of 2. We present the design of the architecture for the former case and then outline the differences in the design when \( m \) is not a power of 2.

The rest of the paper is organized as follows. Section II gives the preliminaries that are useful in understanding the proposed reconfigurable m-ary tree structure and the architecture. Section III describes the design of the generalized architecture for the case when \( m \) is a power of 2. The generalized reconfiguration equation is stated and analyzed,

\(^1\) \([x]\) represents the smallest integer greater than or equal to \( x \).
and the proof for reconfiguration is given based on the analysis. The results obtained while proving for reconfiguration are utilized to provide a procedure to synthesize the m-ary TC from the root node. Section IV outlines the differences in the design of the architecture for the case when m is not a power of 2. Section V discusses some issues in the design and implementation of the switching elements of the MIN. Section VI draws concluding remarks and enumerates the advantages of the proposed architecture.

II. PRELIMINARIES

Definition 1 (m-ary tree structure): We define the m-ary tree structure with \( m^n \) nodes (where \( m \) and \( k \) are integers > 1) as having \( k+1 \) levels \((L_0, L_1, \ldots, L_k)\) of nodes with the root node at \( L_0 \) and the leaf nodes at \( L_k \). Each node at a level \( L_x, x = 1, 2, \ldots, k-1 \), connects to \( m \) nodes at \( L_{x+1} \), while the root connects to \( m - 1 \) nodes at \( L_1 \) and has one connection with itself.

Fig. 1 illustrates a 4-ary tree structure with 16 nodes. If we let \( m = 1 \) or \( k = 1 \) in the above definition, a trivial structure results and hence the condition \( m > 1 \) and \( k > 1 \). This assumption is used throughout the paper. It can also be observed that with the above definition, a binary or a 2-ary tree structure has \( 2^k \) nodes. This differs from the usual graph-theoretic definition which requires an odd number of nodes. However, the proposed structure preserves the properties of the binary tree.

Notation 1: Throughout this paper, it will often be necessary to deal with the binary representation of decimal numbers ranging from 0 to \( m^k - 1 \). Suppose that \( m \) is a power of 2, say \( m = 2^p \), where \( p \) is any integer \( > 0 \). Then each number from 0 to \( m^k - 1 \) can be represented as an \( \alpha \)-bit (binary) number \( x_{\alpha+k-1}x_{\alpha+k-2}\ldots x_0 \) where \( x_p \in \{0, 1\} \), for \( p = \alpha+1, \alpha+2, \ldots, 0 \). We shall express this \( \alpha \)-bit number using the notation \( X_{p-1}X_{p-2}\ldots X_0 \) where \( X_p \), \( p = k-1, k-2, \ldots, 0 \), denotes the \( \alpha \)-bit string \( x_{\alpha+k-1}x_{\alpha+k-2}\ldots x_0 \), and gives the binary value of \( \bar{M}_p \).

Suppose that \( m \) is not a power of 2. Let \( \alpha' \) be an integer such that \( \alpha' = [\log_2 m] \). Let each number from 0 to \( m^k - 1 \) be represented by \( \bar{M}_{k-1}\bar{M}_{k-2}\ldots \bar{M}_0 \) in base-\( m \) notation, that is, \( 0 \leq \bar{M}_p \leq m - 1 \), for \( p = k-1, k-2, \ldots, 0 \). We shall again express each number using the notation \( X_{k-1}X_{k-2}\ldots X_0 \) where \( X_q, q = k-1, k-2, \ldots, 0 \), is the \( \alpha' \)-bit string \( x_{\alpha'+1}x_{\alpha'+2}\ldots x_0 \), and gives the binary value of \( \bar{M}_q \).

The difference in the above notation between the two cases (when \( m \) is a power of 2 and otherwise) is important. In the former case, \( X_p, p = k-1, k-2, \ldots, 0 \), is an \( \alpha \)-bit string which can assume any one of the \( 2^\alpha \) possible values. If \( m \) is not a power of 2, \( X_p \) is an \( \alpha' \)-bit string which can assume any one of \( m \) values only, such that its decimal equivalent is between 0 and \( m - 1 \).

Example 1: For \( m = 4 \) and \( k = 3 \), each number between 0 and \( m^k - 1 \) can be represented as the 6-bit \((\alpha k + 6)\) number \( x_5x_4x_3x_2x_1x_0 \), or equivalently, \( X_2X_1X_0 \) using Notation 1, where \( X_2 = x_5x_4 \), \( X_1 = x_3x_2 \), and \( X_0 = x_1x_0 \). Each binary string \( X_2, X_1, \) or \( X_0 \) can assume values 00, 01, 10, or 11.

Let \( m = 3 \) (hence \( \alpha' = 2 \)) and \( k = 3 \). Again, using Notation 1, each number from 0 to \( m^k - 1 \) can be represented as \( X_2X_1X_0 \). However, each binary string \( X_2, X_1, \) or \( X_0 \), can assume any one of the values 00, 01, or 10 only.

The generalized MIN adopted for the architecture utilizes an interconnection pattern called the m-ary shuffle which is a special case of the pattern defined for delta networks proposed by Patel [49].

Definition 2 (m-ary shuffle connection): Two sets of \( m^k \) index, each numbered from 0 to \( m^k - 1 \) and arranged in two columns, respectively, are said to be interconnected by the m-ary shuffle connection if an index \( i \) on the left column, \( i = 0, 1, \ldots, m^k - 1 \), is connected to the index \( Shuf f(i) \) on the right column such that

\[
Shuf f(i) \equiv (mi + [i/m^{k-1}]) \mod m^k.
\]

The interconnection pattern adopted by delta networks is a generalization of the perfect shuffle [50]. The pattern in delta networks is defined as the \( a \times b \) shuffle. With the above notation, the m-ary shuffle is equivalent to \( m \times m^{k-1} \)-shuffle, and the 2-ary shuffle is equivalent to the perfect shuffle. The following result is a direct consequence of (2).

Lemma 1: If \( m = 2^p \), then \( Shuf f(i) \) is given by the \( \alpha \)-bit circular left shift of the \( \alpha \)-bit representation of \( i \).

Fig. 2(a) shows a 4-ary shuffle with 16 indexes. Note that, for instance, index 1 (0001) is connected to 0100, which is the 2-bit circular left shift of 0001. This result is equivalent to that for the \( m \times m^{k-1} \)-shuffle in [49], where it has been given using base-\( m \) notation. It can be easily derived from [49] that if each index is represented as the base-\( m \) number \( M_{k-1}M_{k-2}\ldots \bar{M}_0 \), then

\[
Shuf f(i) = M_{k-2}M_{k-3}\ldots \bar{M}_0 \bar{M}_{k-1}.
\]

Lemma 2: If \( m \) is not a power of 2, then let \( \alpha' = [\log_2 m] \). Let each index be represented as \( I_{k-1}I_{k-2}\ldots I_0 \) according to Notation 1, where \( I_q, q = k-1, k-2, \ldots, 0 \), is a binary string with decimal value between 0 and \( m - 1 \) (and \( m - 1 \) inclusive), then

\[
Shuf f(I_{k-1}I_{k-2}\ldots I_0) = I_{k-2}I_{k-3}\ldots I_0 I_{k-1}.
\]

The proof of the lemma follows from (3). As an example to illustrate this result, Fig. 2(b) shows the 3-ary shuffle connection with 9 indexes. The indexes are represented according

\[2[x] \] represents the largest integer smaller than or equal to \( x \).
to Notation 1. Note that, for instance, 01 10 is connected to $\text{Shuff}(01 10) = 10 01$.

We now introduce some convenience notations and definitions that we use throughout this paper. $\oplus$ and $\land$ represent the bitwise EXOR and the bitwise AND operation, respectively. $\text{DEC}(X)$ denotes the decimal value of any binary string $X$. $1_p$ denotes a string of $p$ binary ones and $0_p$ denotes a string of $p$ binary zeros.

**Definition 3:** $G_p$ is the set of all possible $p$-bit binary numbers. Formally defined,

$$ G_p = \{x_{p-1}x_{p-2}\cdots x_0 : x_q \in \{0, 1\} \text{ for } q = p-1, p-2, \cdots, 0\}. $$

For example, $G_2 = \{00, 01, 10, 11\}$. It is evident that the cardinality of $G_p$ is $2^p$.

**Definition 4:** Let $X$ be a string of $p$ binary variables $x_{p-1}x_{p-2}\cdots x_0$. Then $G_p(X)$ is the set of all possible combinations of the variables of $X$ in the true and complementary form. Formally defined,

$$ G_p(X) = \{x_{p-1}x_{p-2}\cdots x_0 : x_q \in \{x_q, \bar{x}_q\} \text{ for } q = p-1, p-2, \cdots, 0\}. $$

where $\bar{x}_q$ represents the binary complement of $x_q$.

Note that $G_p(X)$ is equivalent to $G_p$ when we assign values to each variable in $X$.

**Definition 5:** Let $X = x_{p-1}x_{p-2}\cdots x_0$ and $Y = y_{p-1}y_{p-2}\cdots y_0$ be two binary strings of $p$ variables each. Consider an arbitrary string $X' = x_{p-1}x_{p-2}\cdots x_0 \in G_p(X)$. Then $\sigma(Y, X')$ is defined as follows:

$$ \sigma(Y, X') = y_{p-1}y_{p-2}\cdots y_0 $$

where, for $q = p-1, p-2, \cdots, 0$,

$$ y_q = \begin{cases} 
  y_q & \text{if } x_q = x_q \\
  \bar{y}_q & \text{if } x_q = \bar{x}_q.
\end{cases} $$

Note that $\sigma(Y, X')$ just denotes a binary string $\in G_p(Y)$ in which each variable has the same form (true or complementary) as that of the corresponding variable in $X'$.

III. GENERALIZED ARCHITECTURE FOR RECONFIGURABLE $m$-ARY TREE STRUCTURES—CASE 1: $m$ IS A POWER OF 2

In this section, we present the design and analysis of the architecture for the case when $m = 2^\alpha$, where $\alpha$ is any integer $> 0$.

A. The Architecture

The system architecture consists of $N = m^k$ nodes, where $k$ is any integer $> 1$ (Fig. 3). The nodes are interconnected by a MIN of $k$ stages. Each node is an abstraction for a processing element, which consists of a processor with its local memory. Each node is denoted as $P(i), i = 0, 1, \cdots, N - 1$, and can be represented as an $\alpha k$-bit number $i_{k-1}i_{k-2}\cdots i_0$, which gives the binary value of the index $i$. The stages of the MIN are denoted as $S_{k-1}, S_{k-2}, \cdots, S_0$ in order, with $S_{k-1}$ being the leftmost stage. Each stage consists of $N/m$ switching elements (SE's). Each SE has a certain number of ports on its left hand side (LHS) and on its right hand side (RHS). For the sake of simplicity, we shall refer to the LHS ports as inputs and the RHS ports as outputs, although after switching, we assume that the data paths established are bidirectional. Each SE in stages $S_{k-1}$ to $S_1$ has $m$ inputs, $m$ outputs, and $m$ switching states. The SE's in the last stage are different: each SE in $S_0$ has $m$ inputs, $m^2$ outputs, and $m$ switching states.

Consider any stage $S_x, x = k - 1, k - 2, \cdots, 0$. Since each SE has $m$ inputs and there are $N/m = m^{k-1}$ SE's in $S_x$, hence the total number of inputs in $S_x$ is $m.m^{k-1} = m^k$. These input lines are numbered $IS_x(0), IS_x(1), \cdots, IS_x(m^k - 1)$ in order, starting at the top. Similarly, the $m^k$ outputs of the SE's in a stage $S_x, x = k - 1, k - 2, \cdots, 1$, are denoted as $OS_x(0), OS_x(1), \cdots, OS_x(m^k - 1)$. Each SE in $S_0$ has $m^2$ outputs giving a total of $m^{k+1}$ output lines in $S_0$. These are numbered $OS_0(0), OS_0(1), \cdots, OS_0(m^{k+1} - 1)$ in order from the top. The set of $m^k$ outputs in $S_x, x = k - 1, k - 2, \cdots, 1$, is connected to the set of $m^k$ inputs in $S_{x-1}$ by the $m$-ary shuffe connection.

Each node has $m + 1$ terminals, namely, $t_0, t_1, \cdots, t_m$. The terminal $t_k$ of a node $P(i), i = 0, 1, \cdots, m - 1$, and $i = 0, 1, \cdots, m^k - 1$, is connected to $OS_0(mi + x)$. Thus a set of $m$ nodes with consecutive indexes is connected to the outputs of each SE in $S_0$. The terminal $t_k$ of $P(i)$ is connected to $IS_{k-1}(i)$ in stage $S_{k-1}$ in a wrap-around fashion.
Each SE is controlled by a set of $\alpha$ control lines. The MIN is stage-controlled and synchronous in operation, that is, all the SE's in a particular stage receive the same $\alpha$-bit code from a single set of $\alpha$ control lines and hence switch to the same state. Thus, the entire network is controlled by an $\alpha k$-bit control code $C = c_{\alpha k-1}c_{\alpha k-2}\cdots c_0$ or equivalently, $C_{\alpha k-1}C_{\alpha k-2}\cdots C_0$ (using Notation 1), where the $\alpha$-bit string $C_\alpha$ controls the stage $S_\alpha$. The control code is issued from a central Configuration Controller (CC).

As a particular example of the design, Fig. 4 shows the architecture for reconfigurable 4-ary tree structures with 16 nodes. Note that in the figure (and in many other figures that follow), we denote each node $P(i)$ by its decimal index $i$ only. The eight-node reconfigurable binary tree architecture depicted in Fig. 2 of [1] is another special case of the above design where $m = 2$ and $k = 3$.

B. Switching States of the SE's

We first describe the switching states of the SE's in $S_{k-1}$ to $S_1$. Each such SE has $m$ inputs and $m$ outputs [Fig. 5(a)]. Let $i_{\alpha-1}i_{\alpha-2}\cdots i_0$ be the $\alpha$-bit representation of an arbitrary input (output) belonging to the set of inputs (outputs) $\{0, 1, \cdots, m-1\}$. The switching states of the SE are designed as follows: if $c_{\alpha-1}c_{\alpha-2}\cdots c_0$ is the $\alpha$-bit code controlling the SE, then each input $i_{\alpha-1}i_{\alpha-2}\cdots i_0$ is connected to the output given by

$$J_{\alpha-1}J_{\alpha-2}\cdots J_0 = (i_{\alpha-1} \oplus c_{\alpha-1})(i_{\alpha-2} \oplus c_{\alpha-2})\cdots (i_0 \oplus c_0).$$

(5)

Since the $\alpha$-bit code can have $m$ possible values, hence the SE has $m$ different switching states, which are given by (5).

The switching states of the SE's in $S_0$ are different. Each
SE has \(m\) inputs and \(m^2\) outputs [Fig. 5(b)]. Let the inputs (outputs) be numbered from 0 to \(m - 1\) (0 to \(m^2 - 1\)) and let \(c\) be the decimal value of the \(\alpha\)-bit code controlling the SE. Then each switching state is such that an input \(i\) is connected to the output \((mc + i)\). As mentioned earlier, a set of \(m\) nodes with consecutive indexes are connected to the outputs of each SE in \(S_0\). It can be observed in Fig. 5(b) and Fig. 3 that the outputs are partitioned into \(m\) sets of \(m\) output lines each and the \(t_0\) to \(t_{m-1}\) terminals of each node are connected to one set of \(m\) output lines. It is of interest to determine the nodes which get connected in each state rather than the individual output lines. Let \(j_0 - j_0a - 2 \ldots j_0\) represent an arbitrary node of the set of \(m\) nodes which are connected to the outputs of the SE. Then, for each value of the code \(c_{\alpha-1}c_{\alpha-2} \ldots c_0\) controlling the SE, all the inputs are connected to the node given by

\[
j_0 - j_0a - 2 \ldots j_0 = c_{\alpha-1}c_{\alpha-2} \ldots c_0.
\]

The switching states of the SE’s in the reconfigurable binary tree architecture [1] can now be obtained as a particular case of the above design with \(m = 2\). Fig. 6 shows the switching states of the SE’s. As another example, Fig. 7 depicts the switching states of the SE’s in the architecture for reconfigurable 4-ary tree structures. In Fig. 7(b), which shows the switching states of an SE in \(S_0\), we have denoted the four nodes that are connected to the outputs as 00, 01, 10, and 11. According to (6), for the code 00 controlling the SE, all the inputs are connected to the node 00; for control code 01, all inputs are connected to the node 01; and so on.

We now derive the equation for switching in a stage by considering all the inputs and outputs in that stage. Denote an arbitrary input \(I_{S_p}(i)\) of the set of \(m^k\) inputs of a stage \(S_p\) by \(i_{k-1}i_{k-2} \ldots i_0\), by the \(\alpha\)-bit address \(i_{k-1}i_{k-2} \ldots i_0\) which gives the binary value of \(i\). Similarly, denote the arbitrary output \(O_{S_p}(i)\) of \(S_p\) by \(j_{k-1}j_{k-2} \ldots j_0\). Let the \(\alpha\)-bit code controlling \(S_p\) be \(c_{\alpha-1}c_{\alpha-2} \ldots c_0\). Since the MIN is controlled by the \(\alpha\)-bit control code \(C = c_{\alpha-1}c_{\alpha-2} \ldots c_0\), with each \(\alpha\)-bit string of \(C\) controlling a stage, it is easy to verify that

\[
\begin{align*}
    \text{using (5) and (7), the equation for switching in } S_p \text{ can be derived as follows:} \\
    j_{k-1}j_{k-2} \ldots j_0 &= i_{k-1}i_{k-2} \ldots i_0 \\
    \text{with } j_{k-1}j_{k-2} \ldots j_0 &= c_{\alpha-1}c_{\alpha-2} \ldots c_0. \\
    \text{Similarly, if we denote an arbitrary input of } S_0 \text{ as } i_{0(0)}i_{0(0)} \ldots i_{0(0)} \text{ and the code controlling } S_0 \text{ as } c_{0(0)}c_{0(0)} \ldots c_{0(0)} \text{, then, from (6) and (7),} \\
    j_{k-1}j_{k-2} \ldots j_0 &= i_{0(0)}i_{0(0)} \ldots i_{0(0)}c_{0(0)}c_{0(0)} \ldots c_{0(0)} \\
    \text{where the LHS denotes the nodes to which the inputs of } S_0 \text{ are connected. Using Notation 1, we can rewrite (8) and (9), respectively, as follows:} \\
    j_{k-1}j_{k-2} \ldots j_0 &= i_{k-1}i_{k-2} \ldots i_0 \\
    \text{where } X_{q}^{(p)} \text{ denotes the } \alpha\text{-bit string } c_{(q+1)\alpha-1}c_{(q+1)\alpha-2} \ldots \\
\end{align*}
\]

The architecture described above is able to assume distinct \(m\)-ary tree configurations among the nodes. The CC is responsible for establishing the configurations. For each \(\alpha\)-bit control code issued by the CC, a distinct \(m\)-ary TC is obtained. This interesting property follows from the theorem stated below.

Theorem 1: When an \(\alpha\)-bit control code \(C\) is issued to the MIN, each node \(P(i)\) establishes connection with a node \(P(j)\) which is given by the following generalized reconfiguration equation (GRE):

\[
P(j) = (C^{\alpha}[P(i)]AB) \oplus C
\]
where $CRS^m[P(i)]$ is the $\alpha$-bit circular right shift of $P(i)$, and $B$ is the $\alpha k$-bit number

$$B = B_{k-1}B_{k-2} \cdots B_1B_0 = 1_{\alpha}1_{\alpha} \cdots 1_{\alpha}0_{\alpha}.$$  

Proof: Start from the $t_m$ terminal of an arbitrary node $P(i) = I_{k-1}I_{k-2} \cdots I_0$ and trace the path through the MIN to the node $P(j)$ to which it is connected. The switching at $S_{k-1}$ is controlled by the $\alpha$-bit string $C_{k-1}$ of $C$. Hence, from (10), the path address at the output of $S_{k-1}$ is given by

$$J_{k-1}^{(k-1)}J_{k-2}^{(k-1)} \cdots J_1^{(k-1)}J_0^{(k-1)} = I_{k-1}I_{k-2} \cdots I_1(I_0 \oplus C_{k-1}).$$  

From Lemma 1 and (13), the path address at the input of $S_{k-2}$ is

$$I_{k-1}^{(k-2)}I_{k-2}^{(k-2)} \cdots I_0^{(k-2)} = I_{k-2}I_{k-3} \cdots I_1(I_0 \oplus C_{k-1})I_{k-1}.$$  

Proceeding in a similar manner stage by stage, the path address at the input of $S_0$ is

$$I_{k-1}^{(0)}I_{k-2}^{(0)} \cdots I_0^{(0)} = (I_0 \oplus C_{k-1})(I_{k-1} \oplus C_{k-2}) \cdots (I_{k-2} \oplus C_3)(I_2 \oplus C_1)I_1.$$  

The switching at $S_0$ takes place according to (11) and the destination node $P(j)$ is given by

$$J_{k-1}J_{k-2} \cdots J_1J_0 = I_{k-1}^{(0)}I_{k-2}^{(0)} \cdots I_1^{(0)}C_0$$

$$= (I_0 \oplus C_{k-1})(I_{k-1} \oplus C_{k-2}) \cdots (I_{k-2} \oplus C_3)(I_2 \oplus C_1)C_0 \quad \text{[from (15)]}$$

$$= (I_0I_{k-1}I_{k-2} \cdots I_2I_1 \oplus 1_\alpha 1_\alpha 1_\alpha \cdots 1_00_0 \oplus C_{k-1}C_{k-2} \cdots C_3C_0$$

$$= (CRS^m[I_{k-1}I_{k-2} \cdots I_0] \oplus B_{k-1}B_{k-2} \cdots B_1B_0 \oplus C_{k-1}C_{k-2} \cdots C_3C_0).$$  

\[\Box\]

Example 2: In the architecture with $m = 4$ and $k = 2$ (Fig. 4), let $C = 01 00$. Then the node $P(3)$, for instance, is connected through the MIN to the node given by $CRS^2[00 11]A1 1100 \oplus 01 00 = 10 00$ (that is, node $P(8)$).

Equation (12) is a generalization of the reconfiguration equation (1) which was derived for the binary tree architecture [1]. It is significant in that it forms the basis for the proof that the architecture is able to assume distinct $m$-ary TC's.

D. Proof of Reconfiguration

In this section, we prove the reconfigurability of the architecture.
Definition 6: In the GRE (12), \( P(j) \) is called the successor of \( P(i) \). \( P(i) \) is the predecessor of \( P(j) \). The set of all predecessors of \( P(j) \) is denoted \( \text{PRED}(P(j)) \).

Lemma 3: For any control code \( C = C_{k-1}C_{k-2} \cdots C_0 \), the predecessors of a node \( P(j) = J_{k-1}J_{k-2} \cdots J_0 \) are given by

\[
\text{PRED}(P(j)) = \left\{ \{D_{k-1}D_{k-2} \cdots D_1D_0 : D_i \in G_\alpha\} \mid J_0 = C_0 \right\}
\]

where \( D_q = \begin{cases} J_{q-1} \oplus C_{q-1} & \text{for } q = k-1, k-2, \ldots, 2 \\ J_{k-1} \oplus C_{k-1} & \text{for } q = 0 \end{cases} \) (17)

The proof of the above lemma can be obtained by solving (12) for \( P(i) \). Note that since \( D_0^* \) is an \( \alpha \)-bit string which can have any one of \( 2^\alpha \) possible values, hence any node which satisfies the condition \( J_0 = C_0 \) has \( 2^\alpha \) \( m \) predecessors, each of which differ only in the string \( D_0^* \). Note also that if \( k = 2 \) in (17), only the relation \( D_0 = J_1 \oplus C_1 \) is valid and (17) reduces to

\[
\text{PRED}(J_1J_0) = \left\{ \{D_1D_0 : D_1^* \in G_\alpha\} \mid J_0 = C_0 \right\}
\]

(18)

Similar changes arising due to \( k = 2 \) must be kept in mind while dealing with other equations too.

Example 3: Let \( m = 4 \) and \( k = 3 \). Then the predecessors of a node \( P(j) = J_3J_2J_1J_0 = J_2J_1J_0 \) are given by

\[
\text{PRED}(J_2J_1J_0) = \left\{ \{J_1 \oplus C_1 \}D_1^* : D_1 \in G_2\} \mid J_0 = C_0 \right\}
\]

For instance, if the control code \( C_2C_1C_0 = 01 11 10 \), then the node \( 00 01 10 \) has four predecessors given by \( \{01 \oplus 11\} \). \( D_1^* \) \((00 \oplus 01) : D_1 \in G_2\} = \{00 01, 01 01, 10 10, 10 11\}

Lemma 4: For any control code \( C = C_{k-1}C_{k-2} \cdots C_0 \), there exists a single node \( R = R_{k-1}R_{k-2} \cdots R_0 \) which has a connection with itself and is given by

\[
R_p = \begin{cases} C_p & p = 0 \\ C_0 \oplus C_{k-1} \oplus C_{k-2} \oplus \cdots \oplus C_p & p = k-1, k-2, \ldots, 1 \end{cases}
\]

(19)

Proof: A node \( R \) that has a connection with itself satisfies the condition \( P(i) = P(j) = R \) in the GRE. Thus, \( R \) is determined by equating the bits on both sides of the equation \( R = (\text{CRS}^a[R] \oplus B) \oplus C \).

For example, with \( m = 4, k = 3, \) and \( C = 00 01 10 \), \( R = R_3R_2R_1R_0 = (10 \oplus 00)(10 \oplus 00 \oplus 01)(10) = 10 11 10 \). It will be evident shortly that \( R \) forms the root of the TC. Furthermore, it can be easily verified from (19) using switching theoretic principles that the following results (Lemmas 5–7) are valid. Lemma 8 can be derived from Lemmas 5–7.

Lemma 5:

\[
R_p \oplus C_p = \begin{cases} R_{p+1} & p = k-2, k-3, \ldots, 1 \\ R_0 & p = k-1 \end{cases}
\]

(20)

Lemma 6:

\[
\tau_{\rho_{a-q}} \oplus c_{p_{a-q}} = \begin{cases} \tau_{(p+1)\rho_{a-q}} & p = k-1, k-2, \ldots, 2, q = 1, 2, \ldots, \alpha \\ \tau_{\rho_{a-q}} & p = k, q = 1, 2, \ldots, \alpha \end{cases}
\]

(21)

Lemma 7:

\[
\tau_{\rho_{a-q}} \oplus c_{p_{a-q}} = \begin{cases} \tau_{(p+1)\rho_{a-q}} & p = k-1, k-2, \ldots, 2, q = 1, 2, \ldots, \alpha \\ \tau_{\rho_{a-q}} & p = k, q = 1, 2, \ldots, \alpha \end{cases}
\]

(22)

Lemma 8: Let \( R_p^* \) be a string of binary variables such that \( R_p^* \in G_\alpha(R_p) \), for some \( p = k-1, k-2, \ldots, 1 \). Then

\[
R_p^* \oplus C_p = \begin{cases} \sigma(R_{p+1}, R_p^*) & p = k-2, k-3, \ldots, 1 \\ \sigma(R_0, R_p^*) & p = k-1 \end{cases}
\]

(23)

Example 4: Consider the node \( R \) given by \( R_3R_2R_1R_0 = r_3r_2r_1r_0 \). Let \( R_p^* = r_3r_2 \). Then, from Lemma 8, the operation \( R_p^* \oplus C_1 \) gives \( \sigma(R_2, R_1) = r_2r_1 \).

Theorem 2: Each value of the control code \( C \) establishes a distinct \((k+1)\)-level \( m \)-ary tree configuration among the nodes.

Proof: Part 1: Each value of \( C \) establishes a \((k+1)\)-level \( m \)-ary TC.

For each value of \( C \), there is a single node \( R \) which has a connection with itself (Lemma 4). Let \( R \) be at level \( L_0 \). Since the condition \( R_0 = C_0 \) is true (Lemma 4), hence the node has \( m \) predecessors which are given by Lemma 3. But, by definition, \( R \) is always one of its predecessors. Hence, the set of distinct predecessors of \( R \) (that is, the set not containing \( R \)) is

\[
\{R_{k-2}^* \oplus C_{k-2}^* (R_{k-3}^* \oplus C_{k-3}^*) \cdots (R_1^* \oplus C_1^*)R_1^* \} = \{R_{k-1}^* \cdots R_2^* R_1^* R_0^* R_1^* \in G_\alpha(R_1) \setminus \{R_1\}\}
\]

from (Lemma 5)

where \( \setminus \) is the set difference operator. These \( m-1 \) nodes are the nodes at level \( L_1 \). Consider an arbitrary member \( R_{k-1}^* \cdots R_2^* R_1^* R_0^* \) of this set, where \( R_1^* \in G_\alpha(R_1) \setminus \{R_1\} \). Observe that this node differs from \( R \) only in the string \( R_1^* \), which has one or more variables of \( R_1 \) in the complementary form. Now, using Lemmas 3 and 5,

\[
\text{PRED}(R_{k-1}^* \cdots R_2^* R_1^* R_0^*) = \{R_{k-2}^* \oplus C_{k-2}^* (R_{k-3}^* \oplus C_{k-3}^*) \cdots (R_2^* \oplus C_2^*) (R_1^* \oplus C_1^*) R_1^* (R_{k-1}^* \oplus C_{k-1}) \}
\]

\[
= \{R_{k-1}^* \cdots R_2^* R_1^* R_0^* \in G_\alpha(R_1) \setminus \{R_1\}\}
\]
Here \( R_2^* = G_\alpha(R_1) \setminus \{ R_1 \} \subset G_\alpha(R_1) \). Hence from Lemma 8, \( R_2^* \cup C_1 = \sigma(R_2, R_2^*) \). Let \( \sigma(R_2, R_2^*) = R_2^* \) which \( \in G_\alpha(R_2) \setminus \{ R_2 \} \). Making these substitutions,

\[
PRED(R_{k-1} R_{k-2} \cdots R_2 R_1^* R_0) = \{ R_{k-1} R_{k-2} \cdots R_3 R_2^* R_1^* R_0 : R_1^* \in G_\alpha(R_1) \}.
\]

In other words, each predecessor has a string \( R_2^* \) which has its variables in the same pattern (true or complemented) as those of \( R_2^* \). Thus, every node \( R_{k-1} R_{k-2} \cdots R_3 R_2^* R_1^* R_0 \) at \( L_3 \) has \( m \) predecessors, each of which can be expressed in the form \( R_{k-1} R_{k-2} \cdots R_3 R_2^* R_1^* R_0 \) where \( R_2^* \in G_\alpha(R_2) \setminus \{ R_2 \} \) and \( R_1^* \in G_\alpha(R_1) \). Proceeding in a similar manner, the nodes at various levels can be expressed as follows:

<table>
<thead>
<tr>
<th>Level</th>
<th>Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_0 )</td>
<td>( R_{k-1} R_{k-2} \cdots R_3 R_2 R_1 R_0 )</td>
</tr>
<tr>
<td>( L_1 )</td>
<td>( R_{k-1} R_{k-2} \cdots R_3 R_2 R_1^* R_0 )</td>
</tr>
<tr>
<td>( L_2 )</td>
<td>( R_{k-1} R_{k-2} \cdots R_3 R_2^* R_1 R_0 )</td>
</tr>
<tr>
<td>( L_3 )</td>
<td>( R_{k-1} R_{k-2} \cdots R_3 R_2^* R_1^* R_0 )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( L_{k-1} )</td>
<td>( R_{k-1} R_{k-2} \cdots R_3 R_2^* R_1^* R_0 )</td>
</tr>
<tr>
<td>( L_k )</td>
<td>( R_{k-1} R_{k-2} \cdots R_3 R_2^* R_1^* R_0 )</td>
</tr>
</tbody>
</table>

where \( R_2^* \in G_\alpha(R_2) \setminus \{ R_2 \} \) and \( R_1^* \in G_\alpha(R_1) \) for \( x = 0, 1, \ldots, k - 1 \).

It is evident from the above that the node at \( L_0 \) is the root node which has \( m - 1 \) distinct predecessors. Each node at \( L_x \), \( x = 1, 2, \ldots, k - 1 \), has \( m \) predecessors at \( L_{x+1} \). Each node at \( L_k \) does not satisfy the condition \( J_0 = C_0 \) of Lemma 3 and hence it is a leaf node. Furthermore, any node at \( L_p \) is distinct from a node at \( L_q \), \( p \neq q \). This defines an \( m \)-ary TC of \( k + 1 \) levels.

Part 2: The TC is distinct for a distinct value of \( C \). This follows from the fact that \( R \) is distinct for a distinct value of \( C \) (by Lemma 4).

Thus, the architecture can assume \( 2^k \) distinct \( m \)-ary tree configurations, one for each value of the \( \alpha \)-bit code \( C \). Fig. 8 shows two of the 16 possible 4-ary TCs obtained with the architecture of Fig. 4. Fig. 9 shows the eight binary TCs that are generated in an architecture with \( m = 2 \) and \( k = 3 \).

E. Synthesis of the \( m \)-ary Tree Configuration from the Root Node

The analysis of the GRE that was carried out in the previous section in order to prove the theorems and lemmas indicate that the entire \( m \)-ary TC can be synthesized from the root node, for any given value of the control code \( C \). \( C \) determines the root node and any other node in the configuration can be expressed as a function of the root.

As an example, consider the architecture for \( m = 4 \) and \( k = 2 \). For a given value of \( C = C_2 C_1 C_0 = c_2 c_1 c_0 \), the root \( R = R_1 R_0 = r_3 r_2 r_1 r_0 = (c_0 \oplus c_1)(c_2 \oplus c_0) c_1 C_0 \). The set of distinct predecessors of the root is \( \{ R_1^* R_0 : R_1^* \in G_\alpha(R_1) \} \) (proof of Theorem 2). Thus, the nodes at \( L_1 \) are \( r_3 r_2 r_1 r_0, r_3 r_2 r_1 r_0, \) and \( r_3 r_2 r_1 r_0 \). Consider any of these nodes, for instance, \( r_3 r_2 r_1 r_0 \). Its predecessors are given by \( \{ r_1^* c_0 (r_3 r_2) : R_1^* \in G_\alpha(R_1) \} \) where \( r_1^* = r_3 r_2 \). Hence, \( \sigma(R_0, R_1^*) = r_3 r_2 r_1 r_0 \) and the predecessors are the nodes \( r_3 r_2 r_1 r_0, r_3 r_2 r_1 r_0, r_3 r_2 r_1 r_0, \) and \( r_3 r_2 r_1 r_0 \). These nodes are at level \( L_2 \). The predecessors of \( r_3 r_2 r_1 r_0 \) and \( r_3 r_2 r_1 r_0 \) can be found in a similar manner. Fig. 10 shows the 4-ary TC for the above example. It can be verified that the TC's in Figs. 8(a) and (b) conform to this synthesis procedure by substituting the corresponding values of \( R \).
connected to the node given by
\[ J_{\alpha'-1}J_{\alpha'-2}\cdots J_0 = c_{\alpha'-1}c_{\alpha'-2}\cdots c_0. \]  

(25)

Note that since the control code can have only \( m \) values, the number of switching states of the SE is \( m \) and not \( 2^{\alpha'} \).

**Example 5**: Fig. 11 shows the switching states of the SE's for \( m = 3 \). Consider, for instance, the switching state of an SE in \( S_{k-1} \) to \( S_1 \) for the control code 01. According to (24), the input 00 is connected to the output 00 \( \oplus 01 = 01 \); the input 01 is connected to 01 \( \oplus 01 = 00 \); while the input 10 is connected to the output 10 because \( \text{DEC}(10 \oplus 01) \neq 3 \).

All the SE's in a particular state receive the same \( \alpha' \)-bit code and hence have the same state. Thus the entire MIN is controlled by an \( \alpha'k \)-bit control code \( C = c_{\alpha'k-1}c_{\alpha'k-2}\cdots c_0 \). Note that \( C_{k-1}, C_{k-2}, \ldots, C_1 \) can assume one of \( 2^{\alpha'} \) values while \( C_0 \) can have one of \( m \) values only. Thus \( C \) can have \( 2^{\alpha'(k-1)}m \) different values.

Fig. 12 illustrates the architecture for reconﬁgurable 3-ary tree structures with 9 nodes. The nodes are numbered in decimal with values equal to the corresponding binary notation.

If we denote an arbitrary input (output) of the set of \( m^k \) inputs (outputs) of a stage \( S_p, p = k-1, k-2, \ldots, 1 \), as \( I_1^{(p)} J_1^{(p)} \cdots J_0^{(p)} (I_1^{(p)} J_1^{(p)} \cdots J_0^{(p)}) \), we can derive the following equation for switching in a stage in a manner similar to (10) in Case 1:

\[ J_{k-1}^{(p)} J_{k-2}^{(p)} \cdots J_1^{(p)} J_0^{(p)} = J_{k-1}^{(p)} J_{k-2}^{(p)} \cdots J_1^{(p)} J_0^{(p)} \]
where \( E_0^{(p)} = \begin{cases} I_0^{(p)} \oplus C_p & \text{if } \text{DEC}(I_0^{(p)} \oplus C_p) < m, \\ I_0^{(p)} & \text{otherwise} \end{cases} \) \hfill (26)

Similarly, if \( r_{k-1}^{(0)} \cdots r_{k}^{(0)} \) is the representation of an input of \( S_0 \), then
\[
J_{k-1} J_{k-2} \cdots J_0 = I_{k-1}^{(0)} r_{k-2}^{(0)} \cdots r_{1}^{(0)} C_0
\hfill (27)
\]

where the LHS denotes the nodes to which the inputs of \( S_0 \) are connected.

Note that (26) is identical to (10) if \( \text{DEC}(I_0^{(p)} \oplus C_p) < m \) and (27) is identical to (11) except that \( C_0 \) can have only \( m \) (and not 2\(^m\)) values. Furthermore, it can be verified from (26) and using the input-output symmetry property of the SE's that the following equation is valid:
\[
I_{k-1}^{(0)} r_{k-2}^{(0)} \cdots r_{1}^{(0)} I_0^{(p)} = J_{k-1}^{(0)} r_{k-2}^{(0)} \cdots r_{1}^{(0)} F_0^{(p)}
\]

where \( F_0^{(p)} = \begin{cases} J_0^{(p)} \oplus C_p & \text{if } \text{DEC}(J_0^{(p)} \oplus C_p) < m, \\ J_0^{(p)} & \text{otherwise} \end{cases} \) \hfill (28)

**Notation 2:** The equation
\[
Z = \begin{cases} X \oplus Y & \text{if } \text{DEC}(X \oplus Y) < m \\ X & \text{otherwise} \end{cases}
\]

where \( X, Y, \) and \( Z \) are three \( \alpha' \)-bit strings, can be expressed as follows:
\[
Z = X \oplus \hat{Y} \quad \text{where} \quad \hat{Y} = \begin{cases} Y & \text{if } \text{DEC}(X \oplus Y) < m \\ 0_{\alpha'} & \text{otherwise} \end{cases}
\]

Using this notation, \( E_0^{(p)} \) in (26) can be expressed as \( I_0^{(p)} \oplus \hat{C}_p \), where \( \hat{C}_p = C_p \) or \( 0_{\alpha'} \), depending upon whether \( \text{DEC}(I_0^{(p)} \oplus C_p) < m \) or otherwise. Similarly, \( F_0^{(p)} \) in (28) can be written as \( J_0^{(p)} \oplus \hat{C}_p \) where \( \hat{C}_p = C_p \) (if \( \text{DEC}(J_0^{(p)} \oplus C_p) < m \)) or \( 0_{\alpha'} \) (otherwise).

The reconfiguration equation for the architecture can now be derived.

**Theorem 3:** Each node \( P(i) \) establishes connection with a node \( P(j) \) given by
\[
P(j) = (\text{CRS}'^\alpha | P(i)| \text{AB}) \oplus C_{\text{HAT}}
\hfill (29)
\]

where \( \text{CRS}'^\alpha \) is the \( \alpha' \)-bit circular right shift of \( P(i) \), \( \text{B} = B_{k-1} B_{k-2} \cdots B_0 = 1_{\alpha'} 1_{\alpha'} \cdots 1_{\alpha'} 0_{\alpha'} \), and \( C_{\text{HAT}} = \hat{C}_{k-1} \hat{C}_{k-2} \cdots \hat{C}_0 \).

**Proof:** Can be obtained in a manner similar to that of Theorem 1, using (26), (27), Notation 2, and Lemma 2.

**Example 6:** In Fig. 13, \( C = C_1 C_0 = 01 01 \). The node \( P(6) \), for instance, is connected to \( P(j) = (\text{CRS}'^\alpha|0110|1100) \oplus \hat{C}_1 C_0 = 1000 \oplus \hat{C}_1 C_0 \). Now \( C_1 = 00 \) since 10 \( \oplus 01 \neq 3 \). Hence \( P(6) = 1000 \oplus 0001 = 1001 \) (node \( P(9) \)).

Results with regard to the predecessors of a node \( P(j) = J_{k-1} J_{k-2} \cdots J_0 \) and the node \( R = R_{k-1} R_{k-2} \cdots R_0 \) which has a connection with itself can also be derived by following a procedure similar to Case 1 and using (26)-(29).

**Lemma 9:**
\[
PRED(P(j)) = \begin{cases} \{ D_{k-1} D_{k-2} \cdots D_1 D_0 \in G_{\alpha'} : & \text{if } J_0 = C_0 \\ \text{and } \text{DEC}(D'_0) < m \} \quad & \text{otherwise} \end{cases}
\]

where \( D_q = \begin{cases} J_{q-1} \oplus \hat{C}_{q-1} & \text{if } q = k-1, k-2, \cdots, 2 \\ J_{k-1} \oplus \hat{C}_{k-1} & \text{if } q = 0 \end{cases} \)

Thus, any node which satisfies the condition \( J_0 = C_0 \) has \( m \) predecessors.

**Lemma 10:**
\[
R_p = \begin{cases} C_p & p = 0 \\ R_{p+1} \oplus \hat{C}_p & p = k-2, k-3, \cdots, 1 \\ R_{p+1} & p = k-1 \end{cases}
\]

The following result can be proved from Lemma 9 and making use of the fact that one of the predecessors of \( R \) is \( R \) itself.

**Lemma 11:**
\[
R_p \oplus \hat{C}_p = \begin{cases} R_{p+1} & p = k-2, k-3, \cdots, 1 \\ R_0 & p = k-1 \end{cases}
\]

It can be observed in the preceding results that they are similar to those obtained for Case 1, with the exception of \( C_p \) being replaced by \( \hat{C}_p \) at the appropriate places.

**Lemma 12:** Let \( \text{SUCC}(P(i)|C) \) represent the successor of a node \( P(i) \) for the control code \( C \). If \( C_1 \) and \( C_2 \) are any two distinct control codes, then there exists at least one node \( P(x) \) such that \( \text{SUCC}(P(x)|C_1) \neq \text{SUCC}(P(x)|C_2) \).

**Proof:** From (29),
\[
\text{SUCC}(P(i)) = (I_0 \oplus \hat{C}_{k-1}) (I_{k-1} \oplus \hat{C}_{k-2}) \cdots (I_{k-2} \oplus \hat{C}_{k-3}) (I_2 \oplus \hat{C}_1) C_0.
\hfill (30)
\]

Let \( C_1 \) and \( C_2 \) differ in the binary strings \( C_1 p \) and \( C_2 p \), only. That is, let \( C_1 = C_{k-1} C_{k-2} \cdots C_{p+1} C_{p-1} \cdots C_0 \) and \( C_2 = C_{k-1} C_{k-2} \cdots C_{p+1} C_{p-1} \cdots C_0 \) for any \( p = k-1, k-2, \cdots, 0 \).
p = 0: From (30), the successors of any node for C1 and C2 are distinct and hence the proof.

p ≠ 0: Let C1p ≠ 0. There exists at least one node P(x) for which DEC(Xp+1 ⊕ C1p) < m. Hence its successor for C1 contains the string Xp+1 ⊕ C1p, while its successor for C2 contains the string Xp+1 ⊕ C2p. Whatever be the value of C2p (0 or otherwise), Xp+1 ⊕ C2p ≠ Xp+1 ⊕ C1p, and hence the inequality is valid. The same logic can be used to prove the lemma when C1p = 0.

**Theorem 4**: Each value of C establishes a distinct m-ary tree configuration among the nodes.

**Proof**: Without any loss of generality, we shall outline the proof for k = 3. Following steps similar to that of Theorem 2, and using Theorem 3 and Lemmas 9–11, the nodes at various levels can be expressed as follows:

<table>
<thead>
<tr>
<th>Level</th>
<th>Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_0</td>
<td>R_2 R_1 R_0</td>
</tr>
<tr>
<td>L_1</td>
<td>R_2 R'_1 R_0</td>
</tr>
<tr>
<td>L_2</td>
<td>(R'_1 ⊕ \hat{C}_1) R'_1 R_0</td>
</tr>
<tr>
<td>L_3</td>
<td>(R'_1 ⊕ \hat{C}_2) R'_1 ((R'_2 ⊕ \hat{C}_1) ⊕ \hat{C}_2)</td>
</tr>
</tbody>
</table>

where R'_i ∈ G_{α_i} (R_i) \{R_i\} and R'_i ∈ G_{α_i} (R_i). We choose to represent G_{α_i} (R_i) as the set in which each member x consists of the variables of R_i in the true and complementary form with the added constraint that DEC(x) < m.

Thus, the node R at L_0 has m–1 distinct predecessors. Each node at L_1 and L_2 has m predecessors. We now prove that any node at L_p is distinct form a node at L_q, p ≠ q. In the above, (R'_1 ⊕ \hat{C}_1) ≠ R_2, because R_1 ⊕ \hat{C}_1 = R_2 (Lemma 11) and R'_1 ≠ R_1. Similarly, ((R'_1 ⊕ \hat{C}_1) ⊕ \hat{C}_2) ≠ R_0 because R_2 ⊕ \hat{C}_2 = R_0 (Lemma 11) and we have proved that R'_1 ⊕ \hat{C}_1 ≠ R_2. Hence the nodes at different levels are distinct. Furthermore, since ((R'_1 ⊕ \hat{C}_1) ⊕ \hat{C}_2) ≠ R_0, hence the nodes at L_3 do not have any predecessors and are the leaf nodes. This defines a (k + 1)-level m-ary TC among the nodes. From Lemma 12, the m-ary TC is distinct for a distinct value of C.

Thus, the architecture can assume m × 2^{[log_2 m] × (k–1)} distinct TC’s, one for each value of C. Fig. 13 depicts four of the twelve possible 3-ary TC’s obtained with the architecture of Fig. 12. It can be verified that each TC can be synthesized from the root node, for any given value of the control code by following a procedure similar to Case 1.

V. SE DESIGN ISSUES

In what follows, we discuss issues in the design and implementation of the switching elements of the network.

When m = 2, each SE in S_{k–1} to S_1 (S_0) is a 2-by-2 (2-by-4) switch controlled by a single control line (see Fig. 6). Let us refer to the SE’s of a 2-ary tree architecture as the basic switching elements (BSE’s). When m is any other power of 2, each SE can be implemented using BSE’s. Fig. 14(a) shows the scheme for implementing each SE in S_{k–1} to S_1 in the architecture for m = 8. In general, each SE is implemented with an α-stage (\alpha_{α–1}, \alpha_{α–2}, ..., \alpha_0) MIN, with each stage consisting of m/2 2-by-2 BSE’s. All the BSE’s in a stage \alpha_i, p = α–1, α–2, ..., 0, are controlled by the bit \alpha_i of the code \alpha_{α–1} \alpha_{α–2} ... \alpha_0 controlling the SE. The different stages are interconnected by a perfect shuffle connection. Furthermore, there is a perfect shuffle at the input of \alpha_{α–1}. It can be verified that each input \alpha_{α–1} \alpha_{α–2} ... \alpha_0 ⊕ \alpha_{α–1} \alpha_{α–2} ... \alpha_0 of the SE is connected to the output given by \alpha_{α–1} \alpha_{α–2} ... \alpha_0 ⊕ \alpha_{α–1} \alpha_{α–2} ... \alpha_0, thus providing the 2^α switching states.

Fig. 14(b) illustrates the implementation of each SE in S_0 for m = 8. The SE is again implemented as an α-stage switch network with m/2 switches in each stage but with no shuffle in front. The switches have switching states and construction similar to those of the 2-by-4 BSE’s. The only difference is that each input and output line of the 2-by-4 BSE is replaced by 2^{m–(p+1)} lines in each switch in stage \alpha_i, p = α–1, α–2, ..., 0. This is required in order to obtain m^2 lines at the output of the SE.

When m is not a power of 2, a similar strategy can be adopted in the design of the SE’s in S_0. The approach is to design each SE like an SE in the architecture for m = 2^{[log_2 m]}-ary tree structures with some of the lines being unused. For example, each SE in S_0 in the architecture for m = 5 can be designed similar to Fig. 14(b). However, an SE in S_{k–1} to S_1 requires a control logic along with a \[log_2 m\]-stage shuffle MIN which is similar to Fig. 14(a). The control logic is necessary to detect the value of \(\alpha_{α–1} \alpha_{α–2} ... \alpha_0 ⊕ \alpha_{α–1} \alpha_{α–2} ... \alpha_0\) before realizing the output function of the SE.
VI. CONCLUDING REMARKS

We presented a generalized architecture for obtaining intradelay reconfiguration in m-ary tree structures, where m is any integer > 1. The design is based on the generalization of the reconfigurable binary tree architecture proposed by us in [1]. The architecture for a reconfigurable m-ary tree structure with \( N = m^k \) nodes (where k is any integer > 1) is implemented with a k-stage MIN. The basic principles of the design were evolved for the case when m is a power of 2. Subsequently, the design was modified for the case when m is an integer which is not a power of 2. In both cases, a single control code issued to the MIN achieves reconfiguration. A distinct m-ary TC is established among the nodes for each value of the control code. The architecture can assume \( m^k \) distinct TC's when m is a power of 2 and \( m^{2\log_2 m} / (k-1) \) distinct TC's in general.

The reconfigurability of the architecture is based on the generalized reconfiguration equation. An analysis of this equation was done to prove that the architecture is capable of intradelay reconfiguration. The results obtained while proving for reconfiguration are utilized to provide a procedure to synthesize the m-ary TC from the root node for any given control code. We also presented design considerations for efficient implementation of the switching elements of the MIN using BSE's. The fast switching from one configuration to another. The reconfiguration is achieved by controlling the interconnection network and all the control code bits are broadcast simultaneously. Thus, the direct paths between the various nodes are established in parallel rather than stage by stage. Furthermore, conflict-free paths are established through the MIN and hence it is not necessary to check or acknowledge the data signals at each stage. These two factors make the system faster than existing methods which employ sequential switching in the MIN.

The architecture does not require any separate hardware in the nodes for achieving reconfiguration. Furthermore, there is a substantial reduction in the hardware of the MIN as compared to self-routing networks. When m is a power of 2, each SE in the architecture can be implemented as an \( \alpha \)-stage MIN with BSE's. Each BSE is controlled by a 1-bit code which forms part of the control code \( C \). Hence, the logic for generating control signals in all the BSE's is eliminated. When \( m \) is not a power of 2, a hardware circuit is required in each SE in \( S_{k-1} \) to \( S_1 \) to detect whether each input has to be passed onto the \( \alpha \)-stage MIN of BSE's. However, this circuitry will be simpler compared to the control logic in self-routing MIN's.

Furthermore, no algorithm is required to configure the nodes into TC's. Since each control code establishes direct paths between the nodes, no conflict resolution mechanism is required. These features result in the advantages of simple routing, low synchronization overhead, and fast reconfiguration.
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