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Abstract 
Existing systolic architectures for the LMS algo- 

rithm with delayed coeficient adaptation have large 
adaptation delay and hence degraded convergence be- 
haviour. This paper presents a systolic architecture 
with minimal adaptation delay and input/output la- 
tency,  thereby improving the convergence behaviour to  
near that of the original LMS algorithm. T h e  architec- 
ture is  synthesized by using a number of b n c t i o n  pre- 
serving transformations o n  the signal flow graph repre- 
sentation of the delayed LMS algorithm. With the use 
of carry-save arithmetic, the systolic folded pipelined 
architecture can support very high sampling rates, Eim- 
ited only by the delay of a full adder. 

1 Introduction 
The use of delayed coefficient adaptation in the 

LMS algorithm has enabled the design of modular sys- 
tolic architectures for real-time transversal adaptive 
filtering [1]-[3]. However, the convergence behaviour 
of this delayed least mean squares (DLMS) algorithm, 
when cornpared with that of the standard LMS algo- 
rithm, is degraded and worsens with the increase in 
the adaptation delay [4]. Large number of adaptation 
delays have been used in previous systolic architec- 
tures, since they have been necessary for systolizing 
the system to support high sampling rates in a real- 
time environment. Hence, the design of a modular 
systolic architecture for transversal adaptive filteriug, 
that inaintains the convergence behaviour of the LMS 
algorithm by iniiiiinizing the adaptation delay, and 
also supports high input sampling rates with minimal 
input/output latency, is an important problem [5]. 

The area-efficient modular systolic architecture de- 
rived in this paper, uses a number of function preserv- 
ing transformations to modify the standard signal flow 
graph (SFG) representation of the DLMS algorithm 
into a systolic architecture with minimal adaptation 
delay (DA). The key transformations used are slow- 
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down and folding [SI, which were also used in [3] to  
reduce DA to half that of [l] and [2]. Here, we gener- 
alize this idea to develop a systolic architecture, where 
slowdown by an arbitrary factor P, results in a pro- 
portionate reduction in DA. A further reduction in 
DA is achieved by use of tlie associativity of addition. 
This idea is adapted from [4], where a semi-systolic 
architecture is presented wherein tlie error is broad- 
cast to all the weight update units. Here, we ensure 
a scalable systolic architecture by limiting the num- 
ber of fan-out lines (denoted by M )  in each systolic 
processor, so that the broadcast delay is less than the 
system clock period (Tc). This further reduces D A  by 
a factor of approximately M .  Finally, as in [3], the use 
of associativity of addition reduces the input/output 
latency to a small constant, which is independent of 
the filter order. With the use of carry-save arithmetic, 
the systolic folded pipelined architecture can support 
very high sampling rates, limited only by the delay of 
a full adder. 

The organization of this paper is as follows. In Sec- 
tion 2 we derive the systolic architecture. In Section 3 
we analyse and evaluate the architecture and present 
simulation results of an adaptive line enhancer that 
shows the improved convergence behaviour due to re- 
duced DA. We summarize tlie work in Section 4. 

2 Deriving the Systolic Architecture 
The architecture shown in Figure 1 is derived from 

the standard SFG representation of the DLMS algo- 
rithm [l] by applying the holdup, associativity, retim- 
ing, and slowdown transformations [6], in that order. 
In Figure 1, DH is the holdup delay, P is tlie slow- 
down factor, N is the filter order, p is the step-size, 
and, X ,  Y arid R are respectively, the input, the out- 
put and the desired response. There are M P  fan-out 
lines from a register in the error broadcast path. For 
ease of exposition, we assume N to be a multiple of 
M P .  Note that, in the retirning step, & registers 
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Figure 1: Systolic slowed-down DLMS adaptive filter architecture. 

C... 

have been moved to  break the error broadcast path 
and the output accumulation path at regular inter- 
vals. This retiming is possible due to  the use of the 
adaptation delays. The system inputs are assumed 
to  be P-slow [6], arid hence the hardware utilization 
efficiency of this architecture is 9%. 

Note that, in Figure 1 fi sets of arithmetic 
units have been identified. In each set, the P arith- 
metic units in the filtering and weight-update portions 
are denoted as filtering arithmetic units (FAUs) and 
weight-update arithmetic units (WAUs) respectively. 
In order to  regain 100% HUE, we use the folding 
transformation [6]. Using locally-sequential-globally- 
parallel mapping, the P FAUs and WAUs of a set are 
mapped onto one physical FAU and WAU respectively. 
Further, the FAUs and the WAUs are scheduled in the 
order of their index j, j = 0, ..., ( P  - 1). The control 
circuitry of the resulting folded architecture is derived 
using the approach reported in [6]. Figure 2 shows the 
systolic array, while the details of the boundary pro- 
cessor module (BPM) and a folded processor module 
(FPM) are shown in Figure 3. 

The complex control circuitry present at the input 
to  the FAU and WAU of an FPM (refer Figure 3(b)), 
consisting of a delay-line with ( M P - l ) P  registers and 
P-to-1 multiplexers Mux i ,  i = l ,  ..., M ,  is replaced by 
a simple structure (refer Figure 4(b)) consisting of a 
2-to-1 multiplexer in a loop along with ( M P  - 1) reg- 

I ... I 
Figure 2: Folded systolic array for DLMS algorithm. 

isters. The correctness of this structural optimization 
is established in [7]. Further, by moving appropriate 
number of registers from the BPM into the FPMs, the 
processors are pipelined as shown in Figure 4. Us- 
ing the standard notation [6], the pipeline registers 
are shown at the output of the arithmetic units. The 
number of pipeline registers p l  and p2 are given by: 

and pa = [T"'+r'F M I T a l ,  where, T, and 
T, denote the delay of a multiplier and an adder re- 
spectively. For ease of exposition, we have neglected 
the delay associated with the pipeline registers. Since, 
pipelining changes the multiplexer definitions, an ex- 
tended retiming theorem presented in [7] is used to  
redefine them. The precise multiplexer definitions are 
available in [7]. Note that, in an FPM, the error sig- 
nal is broadcast from a synchronization register to  M 

= 
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Figure 3: (a) Boundary Processor Module. (b) Folded 
Processor Module. 

holding registers at the inputs to the multipliers in 
the WAU. This is done in order to minimize the delay 
associated with the broadcast and thereby maximize 
the value of M that can be used with any given clock 
period. The final BPM and FPM axe shown in Fig- 
ure 4, while the complete systolic array is as shown 
in Figure 2. Note from Figure 4(a), the minimum D A  
and DH are given by: 

The performance of the architecture derived above 
is analyzed and evaluated in the following section. 

3 Analysis and Evaluation 
In Table 1, we compare the new architecture with 

the systolic architecture reported in [2]. It should be 
noted that the performance metrics of [I] are essen- 
tially the same as that of [Z]. From the table, it is 
clear that the new architecture gains over [2] by a fac- 
tor M P  in the adaptation delay and by a factor P 
in hardware requirements, with minimal control over- 
heads. Also, the input/output latency is independent 
of N .  Further, the fastest sampliiig rate that the new 
architecture can support is $. 

The degrading convergence behaviour of the DLMS 
algorithm with increase in D A  is verified through the 

Figure 4: (a) Final Boundary Processor Module. (b) 
Final Folded Processor Module. 

Table 1: Comparison of Systolic DLMS Architectures. 

adaptive line enhancer (ALE) example. The input to 
the 64-tap ALE consists of two sine waves of power 
and frequency a: = 0.5, f l  = lMHz, and 02 = 0.5, 52 
= 2.5MHz, corrupted by an independent broadband 
additive gaussian noise of power O: = 0.1. The Sam- 
pling frequency is lOMHz, the decorrelation delay A 
is 1, and the Weiner error for this setting is 0.1065. 
Figure 5 shows the simulation results obtained by av- 
eraging over 1000 runs with DA = 0,8,16,32, and 64. 
In each case the step-size was chosen to get fast criti- 
cally damped convergence. 

It is clear from Figure 5, that a smaller D A  results 
in convergence speed,that is closer to that of the LMS 
algorithm. From eqn. (l), for a given sampling period 
(Ts), the use of a large P (where, P = [el) results 
in a small DA. This then translates to the use of a 
very fast system clock. The critical paths restrict- 
ing the clock speed are the weight update loop and 
the output accumulation loop in the FPMs (refer Fig- 
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Figure 5:  Convergence plots of ALE example for var- 
ious values of adaptation delay. 

ure 4(b)). These updates and accumulations can be 
done in carry-save form. In the case of the weight up- 
date loop, the vector merging can be done immediately 
outside the loop, while in the case of the output ac- 
cumulation loop, the entire accumulation can be kept 
in carry-save form with vector merging done in the 
BPM. Further, if these vector merge adders are suit- 
ably pipelined, then the critical path in the system 
consists of a full adder and a 2-to-1 multiplexer. In 
present day technology, this delay is of the order of a 
nanosecond, and hence the clock speed is in practice 
limited only by the ability to generate and distribute 
a very fast clock. Thus, reasonable values of P and 
hence a significant reduction in DA can be achieved 
even for very high input sampling rates, say of the or- 
der of a hundred mega samples per second. Note that, 
use of a fast clock results in a small M .  

Even if other system design considerations preclude 
the use of a very fast clock for a given T,, the required 
D A  is only marginally more than that obtainable with 
a very fast clock. To get a better insight into this 
statement, assume a linear relationship between the 
error broadcast delay (Tb) in an FPM and the total 
number of fan-out lines ( M ) ,  ie., Tb = T f M ,  where, 
T f  is the delay per fan-out line. For the correct oper- 
ation of the architecture, we require Tb 5 T,. There  
fore, the largest possible value of M is e and hence 
MP = e. Hence, the first term in the expression for 
DA (eqn. (1)) is proportional to the computational 
throughput of the system and is independent of T,, 
while, the second term has only a logarithmic depen- 
dence on M .  Note however, due to a slow clock and 
therefore a small P, the savings in area degrades pro- 

portionately with P. 
It is clear froin the above discussion that reasonably 

high values of MP can be obtained for many applica- 
tions. This, as is substantiated by the ALE example, 
results in a convergence speed that is close to that 
of the LMS algorithm and is significantly superior to 
that of [l] and [2]. 

4 Summary 
We have presented an area-efficient modular sys- 

tolic architecture for DLMS adaptive filtering with 
minimal adaptation delay and input/output latency. 
Due to  the significant reduction in the adaptation de- 
lay, the convergence behaviour of the proposed archi- 
tecture is considerably closer to that of the LMS al- 
gorithm than the architectures of [l] - [3]. The ar- 
chitecture was synthesized by the use of a proper se- 
quence of function preserving transformations, namely 
associativity, retirning, slowdown, and folding. With 
the use of carry-save arithmetic, the systolic folded 
pipelined architecture can support very high sampling 
rates, limited only by the delay of a full adder. 
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