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Abstract  : We propose a new technique, based In using deformable templates, the a priori shape (or 
on self-organization, for localizing salient contours boundary) information is #assumed to be available in the 
in an image, with applications to, for instance, ob- form of an inexact model of the object as a sketch or a 
ject and character recognition, stereopsis and motion binary template. The problem of object recognition is 
tracking. A neuronal network which is isomorphic then formulated as the pralcess of matching a deformable 
to the template/initial contour is created. This net- contour to the object boundary in an input image. For 
work acts as an active contour, which, using self- an early result on the representation of the deformation 
organization, undergoes deformation in an attempt as a probabilistic transforimation on the prototype tem- 
to cling on to the nearest salient contour in the test plate, see Grenander [l]. 
image. The application area3 Of the n ~ d e l  Proposed Snakes, proposed by K t s s  et al. [2], are an example 
are similar to 'snake' [2]' but distinct from it both of a technique of contour pxtraction by me- of energy 
in the underlying mathematics and impb"tation. nlininization. In this reference , the authors choose en- 
The new technique w ergy functionals which attract the snakes to salient fea- 
Indexing tfx1-1~3 : Active DefOmable tures (lines, edges, and terminations) in images. Elom 

a given starting point, the snake deforms itself into wn- 
Mapping Of Neural network, Self- formity with the nearest s,dient contour. In effect, their 
OryurLizuLz'orL, Snukw. model is a controlled-continuity spline under the influ- 

ence of image forces and external constraint forces. The 
internal spline forces serve to impose a smoothness con- 

1 Introduction straint, whereas the external constraint forces are re- 
sponsible for positioning the snake near the desired local 

with some 

DefOnnation Of I s O m O ~ h . i s m J  

A machine to recognize, localize and identify two- (and 
three-) dimensional objects still appears to be an elu- 
sive goal of the Artificial Intelligence community. In- 
spired by the remarkable abilities of the human vision 
system, we require that the performance of such a ma- 
chine be independent of (i) standard transformations like 
shift, scaling, and rotation; (ii) missing information; and 
(iii) distortions. In human vision modelling, low-level 
operations, like edge or line detection, stereo matching, 
and motion tracking, are assumed to provide inputs to 
higher-level processing in a rigid hierarchy. However, it 
has now been widely recognized that the human vision 
system is more heterarchicd than hierarchical, and the 
influence of higher-level processes in guiding/correcting 
low-level operations is significant. And this constitutes 
the motivation for an application of deformable contours 
for object recognition. 

minimum. 
Lai and Chin [3] present a generalized snake model for 

modelling contours, and discuss its application to the 
recognition of characters and to the analysis of noisy 
images. In this reference, the authors use the Gener- 
alized Hough Transform [LI] for the initialization of the 
contours. In [5], these autlhors suggest a method to ini- 
tialize snakes, and apply regularization theory for finding 
a min-max solution to the optimization problem. 

In Jain et al. [6], deformable templates are employed 
for object detection. Here, prior knowledge of an object 
shape is described by a prototype template which con- 
sists of the representative contour/edges, and a set of 
probabilistic deformation transformations on the tem- 
plate. A Bayesian scheme, which is based on this prior 
knowledge and the edge information in the input image, 
is used to find a match between the deformed template 
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and objects in the image. 
Amongst the other contributions, mention should be 

made of (i) Staib et al. [7] and (ii) Yuille et al. [8]. The 
former uses a parametric model based on elliptic Fourier 
decomposition of the boundary of the object for locat- 
ing its boundary. In the latter reference, the authors 
employ a parametrized template for an eye consisting of 
a circle bounded by two parabolas. The template is de- 
formed to the image by optimizing a cost function based 
on morphological features. They also develop a similar 
template for the mouth. 

2 Network Models based on Hu- 
man Perception 

Human Vision System is capable of recognizing pat- 
terns in spite of scale changes, rotation and shift. One 
possible way of achieving this could be by a conscious 
establishment of correspondence between significant fea- 
tures of the model and those of the retinal image. The 
classification result then would depend on the ease of 
correspondence with each of the model images (exam- 
plars). The exemplar with which the correspondence is 
established most easily could then considered to be the 
class to which the test pattern belongs. In other words, 
human recognition could be considered to be guided by 
the amount of mental deformation the exemplar has to 
undergo to match the given unknown pattern. This idea 
has been exploited in object and character recognition by 
[9], [12]. In these references, the authors have employed 
a network of neurons for each exemplar, with the neurons 
in each network arranged in exactly the same way as the 
corresponding exemplar. Finally, the correspondence be- 
tween the test pattern and the exemplars is established 
by mapping the networks onto the test pattern, using a 
self-organization scheme similar to Kohonen’s [lo] algc- 
rithm. While this approach uses a locally co-operative 
weight-updating, self-organizing scheme similar to the 
Kohonen’s algorithm [lo], it is completely different from 
it in terms of the underlying architecture of the network. 

The present paper, in the course of exploiting the sim- 
plicity and efficiency of the above approach, appropri- 
ately modifies it so as to be applicable to the problem 
of contour extraction. The paper introduces, in mod- 
ifying the above method to suit the problem in hand, 
constraints on the network which are equivalent to the 
internal forces in ’snakes’(Sec. 3.1 ). The main con- 
tribution of the present paper is believed to be the ex- 
ploitation of the principles of spatial isomorphism and 
self-organization to model an active contour to extract 
the nearest salient contour from a given image. 

In the next section, a description of the proposed tech- 
nique is given, and the results of its application to ex- 
traction of salient contours are presented in Sec. 4. 

3 Neural Network Algorithm for 
Extracting Salient Contours 

The approach proposed here, being a semi-automatic im- 
age interpretation technique, requires the initial contour 
to be given by the user with a suitable user interface. A 
neural network isomorphic to this initial contour is con- 
structed, and subjected to deformation in order to map 
onto the nearest salient contour in the image. The corre- 
spondence between the salient contour and the network 
is established by mapping the latter onto the former, 
using a self-organization scheme [lo], [ll]. The steps 
involved in such a mapping are as follows: 

1. Calculate the edge map of the test image. 

2. Initialize the initial contour from where the system 
has to start with, using a suitable user interface (ei- 
ther through mouse or from a file). Choose the 
region of interest according to the location of the 
initial contour. 

3. Get the edge points E = (z,,y;} within the region 
of interest. 

4. Construct a network with the number of neurons 
equivalent to the number of contour points (N,) 
in the initial contour. Each neuron in the net- 
work gets two inputs (11,12), and the weights, W = 
(Wi,tV;),i = 1, ..., N,, corresponding to these two 
inputs, are initialized to the co-ordinates of the ini- 
tial contour points. In effect, a neural network iso- 
morphic to the initial contour is constructed. Note, 
further, that N, depends only on the initial contour. 

5. Repeat the following process for a certain number 
of times (N,ler): 
(i) Select a point P = (u,v) E E randomly, and 
feed the (z, y) coordinates of the selected point P as 
inputs to every neuron in the network. 
(ii) Determine the neuron whose weight vector is 
closest to the input vector, and declare it as the 
winner neuron. 
If the ”closeness” of the winner neuron’s weight veG 
tor (W) is greater than a particular threshold T d ,  
then go to (i) without update. 
(iii) Update the weights of the neurons in the net- 
work using the following rule : 
For neuron i, 
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where W', P are vectors, and q, U are the standard 
learning rate &d neighborhood parameters. 

Calculate the NCP (Neighborhood Constraint Pa- 
rameter) of the contour as: 

where (i) i = 1, ..., Nc--l, and (ii) Max is taken with 
respect to all the points in the network. 
If C,, > Tmp, the threshold value of the neigh- 
borhood constraint parameter, then unupdate the 
network by replacing the old network weights. 

(iv) Vary 7 and U according to the rules: 

where iter is the current iteration number. 

3.1 Constraints on the Network 
Two major constraints are placed on the proposed 

network model which implicitry imposes the smoothness 
constraint. In contrast, in the 'snake' [2] model, the ex- 
ternal and internal constraint forces are made explicit, 
and an energy function comprising the two is minimized 
to get the final contour. On the other hand, in the pro- 
posed approach, the internal constraints are made im- 
plicit by placing the constraints listed below. As far as 
the external constraints (image forces, as called in [2]) 
are concerned, they are also implicitly taken care of by 
the input fed to network acting as the contour model. 
The two constraints on the contour model are: Con- 
straints on the (i) Winner-Maximum-Distance (WMD); 
and (ii) Neighborhood Constraint Parameter (NCP). 
The two are discussed in brief below. 

In accordance with the W inner-Maximum-Distance 
(WMD) constraint, the weights of the network are not 
updntcd, if thc distancc bctwccn thc prcscnt input point 
and the winner neuron's weight vector is greater than a 
pre-specified threshold, T-d. It is to be noted that the 
WMD constraint is useful in avoiding the influence of 
spurious edge points (on the process of self-organization 
of the network) within the region of interest but which 
are not a part of the nearest salient contour. This is 
shown in Figure 1, where the network organizes itself to 
the ellipse, in spite of the spurious edge points inside the 
ellipse. 

The second constraint is on the Neighborhood Con- 
straint Parameter (NCP), which is basically the maz- 
imutn of the nzaximuin of the distances between the 
adjacent points of the contour in the IC and y directions. 
This particular parameter is useful in maintaining the 
continuity of the contour as it gets deformed. If this 
parameter is not constrained by a threshold, many neu- 
rons will try to learn a particular point of the input im- 
age, leading to discontinuities in the final contour. The 
threshold parameter Tncp is essentially the maximum per- 
mitted neighborhood violation. The validity of the con- 
straint is illustrated in Figure 2, where a higher value 
of Tncp leads to a highly lbroken contour, wlhile a lower 
value gives a continuous one. 

4 Experimental Results and Ap- 
plications 

The implementation of the model was accomplished us- 
ing C++, with Xlib for graphical user interface. The ex- 
periments were conducted on the Hp9000/'i'15. For an 
image of size 128 x 128, the program takes 5 4  seconds to 
give the final contour and converge. Typical values of im- 
portant parameters used in the above system are as fol- 
lows: number of iterations,, N,t, = 300 - 600, depending 
upon the size and shape of the contour; initial value of 
U ,  (ulnlt) = 3 - 5 ;  its final valuc, (a,,,) = 0.1 - 0.3; initial 
value of the learning rate Parameter, (q*nIt) = 0.9 - 0.7; 
its final value (q,,,) = 0.01 - 0.001; and the threshold 
parameters Tncp, T d  = 2 - 5, depending on the net- 
work. 

We now indicate briefly some distinct characteristics 
and applications of the proposed approach: 

Noise in the input Image: 

The approach is found to be very robust to noise 
present in the input image. When a noisy image 
is an input to the network, the network has been 
found to be capable of extracting the nearest salient 
contour from the image. This is illustrated in Figure 
3, where the contour even in anoisy image has been 
extracted successfully. In the illustrated example 
the percentage of noise is 20. 

Open Contours: 

The approach is also capable of extracting open con- 
tours from a given image. This is shown in Figure 
4,  where an open contour is shown with background 
noise. The network i,s shown to extract the salient 
contour. 
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0 Kinks in the Contour: 
Figure 5(a) shows the initial contour being pulled 
off from the actual salient contour. The final con- 
tour is shown in Figure 5(b), where the network has 
deformed and 'snapped' itself appropriately to the 
actual contour. 

0 Stereo Images and Motion Sequences: 
This approach can be used efficiently for stereo 
matching problems in extracting the corresponding 
contours from the left and right images (for depth 
measurement). This approach can also be used for 
contour tracking in motion image sequences, where 
contour initialization is required only for the first 
of the images, and a locking-on mechanism can be 
invoked to track the contour. 

Other Applications: 
This approach has already been shown to be efficient 
for character and object recognition [12]. Applica- 
tion to face recognition and tracking in a video se- 
quence is under study. It is expected that the use of 
the generalized Hough transform for contour initial- 
ization would improve the efficiency of the approach 
in these applications. 

5 Conclusions 
We have presented a new technique, involving active 

contours modelled with self-organization in a neural ar- 
chitecture, for extracting salient contours in an image. 
The neuronal network, which is created to be isomorphic 
to the initial contour, is mapped onto the given test ob- 
ject in the image by self-organization, during which the 
network undergoes deformation in an attempt to match 
the test object. 

The model proposed has application areas similar to 
those of 'snake' 121. But the model is quite distinct from 
the snakemodel both in the underlying mathematics and 
computer implementation. The advantages of the pro- 
posed approach for object contour extraction are: sim- 
plicity and speed; ability to extract both open and closed 
contours; robustness to noise; no special energy functions 
are required. The new technique is illustrated by some 
examples. 
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