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High-Speed Parallel Implementation of a Modified
PBR Algorithm on DSP-Based EH Topology

K. Rajan,Member, IEEE L. M. Patnaik,Fellow, IEEE and J. Ramakrishna

Abstract—Algebraic Reconstruction Technique (ART) is an and a number of cone-beam X-ray sources at positions outside
age-old method used for solving the problem of three-dimensional the volume of interest. The cone-beam sources provide a series
(3-D) reconstruction from projections in electron microscopy of two-dimensional (2-D) projections of the unknown 3-D

and radiology. In medical applications, direct 3-D reconstruction . .=~ ° . - .
is at the forefront of investigation. The simultaneous iterative distribution function. We wish to estimate the 3-D unknown

reconstruction technique (SIRT) is an ART-type algorithm with  distribution of the linear attenuation coefficient from these 2-D
tr}e potenlt_ial of generatt)ilng in ahfew i;erationls tpmograﬁhic_images projections.

of a quality comparable to that of convolution-backprojection ; ; ;
(CBP) methods. Pixel-based reconstruction (PBR) [10] is simi- Computer.lzed. Tompgraphy (CT) is a.n accepted methodol

lar to SIRT reconstruction, and it has been shown that PBR ©9Y for medical imaging. There are basically two types of CT

algorithms give better quality pictures compared to those pro- image reconstruction methods, namely, iterative and nonitera-
duced by SIRT algorithms. In this work, we propose a few tive algorithms. A noniterative algorithm such as convolution-

modifications to the PBR algorithms. The modified algorithms backprojection (CBP) consists of two main computations.

are shown to give better quality pictures compared to PBR . - . S
algorithms. The PBR algorithm and the modified PBR algorithms One is convolution and the other one is backprojection. An

are highly compute intensive. Not many attempts have been iterative algorithm such as expectation maximization (EM),
made to reconstruct objects in the true 3-D sense because of thealgebraic reconstruction technique (ART), etc., on the other
high computational overhead. In this study, we have developed hand, starts with an initial guess of the object and iteratively

parallel two-dimensional (2-D) and 3-D reconstruction algorithms ; ; At
based on modified PBR. We attempt to solve the two problems corrects.the object agcordilng to .the measured projection data.
encountered by the PBR and modified PBR algorithms, i.e., the The major computations in an iterative method are forward

long computational time and the large memory requirements, (pseudo-projection) and backward (correction) projections.
by parallelizing the algorithm on a multiprocessor system. We  Algorithm improvement [6], [11], [18], dedicated hardware
investigate the possible task and data partitioning schemes by [4], [17], [27], and parallel processing, [5], [7], [9], [21],

exploiting the potential parallelism in the PBR algorithm subject :
to minimizing the memory requirement. We have implemented an [29], are the three general methods adopted to quicken the

extended hypercube (EH) architecture for the high-speed execu- image reconstruction. Chet al. have proposed an incremen-
tion of the 3-D reconstruction algorithm using the commercially tal algorithm [6] which restructures the conventional CBP

available fast floating point digital signal processor (DSP) chips algorithm and performs backprojection on a beam-by-beam

as the processing elements (PE’s) and dual-port random access,. ol hvon .
memories (DPR) as channels between the PE’s. We discuss anc‘mStead of pixel-by-pixel) basis. Kaufman [18] has proposed

compare the performances of the PBR algorithm on an IBM 6000 & few techniques to reduce the computational complexity
RISC workstation, on a Silicon Graphics Indigo 2 workstation, of expectation maximization (EM)-based positron emission
and on an EH system. The results show that an EH(3,1) using tomography (PET) reconstruction. An EM algorithm is an iter-

DSP chips as PE’s executes the modified PBR algorithm about _ .. R ; Lali :
100 times faster than an IBM 6000 RISC workstation. We have ative procedure for finding the maximum likelihood estimate

executed the algorithms on a 4-node IBM SP2 parallel computer. Of parameters of a probability distribution function from an
The results show that execution time of the algorithm on an incomplete set of measurement data, where the incomplete data

EH(3,1) is better than that of a 4-node IBM SP2 system. The may be viewed as a many-to-one function of some unobserved
speed-up of an .EH(3,1) system with eight PE’s and one network andom variable.
controlier (NC) is approximately 7.85. Feldkampet al. [11] have proposed a convolution backpro-
jection formula for direct reconstruction of a 3-D object from
fan-beam projections. The procedure involves convolution and
HE problem of three-dimensional (3-D) image recor3-D projection, and it includes the correct weighting of the
struction can be described as follows. Suppose thedata.
exists an unknown density distribution function (an unknown Wanget al. [28] have proposed a general cone-beam recon-
distribution of the attenuation coefficient) within a 3-D volums&truction algorithm; it allows various scanning loci, and the
Manuscript received April 24, 1996; revised September 16, 1996 and Mar@igorithmic efficiency is comparable to that of Feldkamp’s.
24,1997. _ _ _ ~ Schlindwein [25] has developed a twin-cone algorithm for true
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from cone-beam data taken from a complete geometry. The NC
major problems in all these reconstruction algorithms are the
prohibitively high execution time.

The dedicated hardware approach has been tried in [4], [17],
and [27]. Jone®t al. have suggested a VLSI architecture to
support forward and backward projection in [17].

The CBP algorithm gives good pictures, provided a large
number of equi-spaced projection data are available. With 00
a lesser number of projection data, iterative algorithms fare / \

01

better. With noisy projection data, CBP-reconstructed images
are found to have ring artifacts. ART-type algorithms give
better pictures from noisy projection data compared to those 02 / 03

produced by CBP algorithm. ART-type algorithms find a
place in single photon emission tomography (SPECT) also. 05
The attenuation map of the object is reconstructed from 04 PEs
transmission data collected on one of the cameras of a three-
headed SPECT system.

A parallel implementation of a 3-D reconstruction based on 06 07

CBP is reported by Cheet al.[7]. An intel iPSC/2 hypercube
system was used for the implementation. In order to epr(J):i'tg' L
the functional parallelism, a two-stage pipelining approach
was employed in this study [7] in which the convolution
stage is followed by a backprojection stage. Though Chen
et al. have used a hypercube system, the pseudo-binary tree e
embedded in the hypercube has been used for the parallel o
CBP implementation. The two different data flows involved
in parallel CBP, namely, broadcasting and integration, were /
efficiently supported in a binary tree topology. However, no /
data on the execution time of the algorithm are presented.
Shiehet al. [9] have developed a scheme for parallel imple- sl
mentation of Radon transform on a linear array using digital {
signal processors (DSP’s). They have studied the accuracy
and speed characteristics of implementation of several line
integrals for the computation of Radon transform. Ceeal.
[5] have implemented a parallel EM algorithm on a hypercube
topology. No work has been reported to parallelize the 3-
D reconstruction algorithm based on ART. In this work, we
try to parallelize the modified PBR algorithm for a true 3-D
reconstruction.

Implementation of the EH.

——

object

Fig. 2. lllustration of ray-group symmetry.

II. ALGORITHMS
A. ART equations of the form
ART's were proposed simultaneously by Gorden al.
[13] and by Hounsfield [14], in 1970, for obtaining 3-D Pi(n) =YY" Wz, y, k, n)f(z, y)
reconstruction from projections in electron microscopy and €y
radiology. k=1, Mn=1, -, Ng
For an image matrix of siz&/, x N,,, with A/ projections z=1-,Nyyy=1,---, Ny @

Pi(n), 0 < k< M -1, and Ny detector element8 < n <
(Ng — 1), the problem is to findf(z, y) of N, x N, pixels for the unknown density functiorf(z, 4) on a sampling grid
such that the error betwee,(n) and R{(n) is minimized, of N, x NV, in 2-D space. The summation coefficieits are
where Rgf)(n) is the set of computer-calculated projectionthe weights that correspond to the length of intersection of a
obtained using the same geometry used in obtaiding). given ray and a pixel.

Methods of ART in CT are based on the projection line The ART reconstruction is an iterative method for solving
integrals as discrete ray sums [15], [16]. The problem af system of (1). The new estimatgstt(z, y) is deter-
reconstruction then becomes one of solving a system of lineaimed from the estimatg(?(z, 5) after an update correction
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Fig. 3. Cone-beam reconstruction setup. ) ) ] o
[12], can produce in a few iterations a tomographic image

of a quality comparable to that of CBP methods.

z Fageret al. [10] have proposed a set of new algorithms
called pixel-based reconstruction (PBR) algorithms for re-
construction of object functiof(xz, y) from their fan-beam
projections. Since the pixel update is done by combining

PE, corrections from all rays within a particular projection, PBR

077 PE 4 algorithms have the advantage of noise averaging and give

(L1 ==, better pictures than the SIRT algorithms.

PE 4

B. PBR Algorithms

Two prominent PBR algorithms ak&eighted_Reverse_Pro-
jection and Modified Gilbert’s Algorithm

1) Weighted_Reverse_Projectioithe approach called
Weighted_Reverse_ProjectidiO] gives the following ex-

object

projection pression for the pixel update:
Fig. 4. Decomposition of the object. No (2, w) @
Ve pap——— AB ) )
. ’ Nr(xv y) =1 Lk(n)
procedure [3], [13] as given below:
where
FO (@, y) = FD(, y) + XOW (2, y, k, n) No(z, y) number of projections passing through pixel
Ne Ny , y);
Pi(n) =Y Wz, y, k, n) O (x, y) Ly (n) I(engt)h of the rayr(n) inside the object.
r=ly=1 ) APy (n) difference between the actual projection
N Ny measuremen®y(n) and computer-calculated
>0 Wiy, bk n)? projection R{? (n) for the rayry(n).
p=ty=t o 2) Modified Gilbert's Method: The modified Gilbert's
method proposed by Fager [10] has the following relation:
The scaling facton(? is a relaxation factor; its value can be No(z,y)
chosen in the range 0.0-2.0. Z AP,E”(n)
Improved reconstructed images can be obtained through a AfHD (g, ) = =0 @)
procedure of combining correction terms from all projections ’ Nr(z,y)
before the image functiogi(x, y) is updated. This approach, Z Li(n)

the simultaneous iterative reconstruction technique (SIRT) k=0
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ig. 7. Image reconstructed using the Revﬂ?sejectlonl algorithm (a)
Fig. 6. (a) Original phantom, (b) blurred phantom, and (c) blurred W'tﬁfter one iteration, (b) after two iterations, (c) after five iterations, and (d) after
Gaussian noise. ten iterations. The noise-free phantom is used as the source of the projection
data.

We present three modified pixel-based algorithms which _ _ -
were found to give better results, compared to those obtair@d@yrx(n) passes through a pixet, y), with a finite length

using Fager’s algorithms. 8(z, y, k, n), the correction factor should be proportional to
8(z, y, k, n). The new equation for the pixel correction is
C. Proposed Algorithms given below:

1) Modified Weighted_Reverse_Projection Ifh: Fager's Af(q“) Z Z AP( Dy, (s, y, ky n)
Weighted_Reverse_Projectialgorithm (3), the summation (@ 9) . (n) '
is over projectionk = 1 to N,(z,y). For a fan-beam (@ y) S y) ©)
geometry with M projections, Ny rays originate from the 3) Improved Gilbert's Algorithm:The reasoning given for

source, penetrate the object, and are detected on the lingaryiqdified Weighted Reverse 1 algorithm can be applied

detector array in each projection. In such a case, multiple rays Fagers modified Gilbert's algorithm (4). The modified
in a projection pass through a pixet, y). So, (3) should be oqnstruction equation is

modified as follows: @
P((I) Z Z Aqu (n)

Afat (g, y) Z > ) At (g, ) = o0 2@ ) . @)
T ) T ot > D0 Lin)
where we have the following. Lz, y) Qz,y)

The modified PBR algorithms are computationally more
complex than the conventional ART algorithm. In tdedified

N(z, y) total number of rays passing through the pixeiWeighted_Reverse_Project_iong_l]gor_ithm, e.g., the number of_
(z, y); rays that pass through a pixel is distributed on all processing

I(z, y) all k that pass throughe, v); elements (PE’s). The result has to be integrated on a host

Qz, y) all n that pass throughe, ). node. Similarly, the partial corrections are also distributed on

all PE’s. In addition, the image has to be broadcast to all
PE’s. So, the parallel topology should be able to handle fast
2) Modified WeightedReverseProjection2: In Fager's broadcast and integration of partial results. We have replaced
algorithm (3), the correction factor is the summation dhe links of an extended hypercube (EH) with dual port RAM
APy(n)/Li(n) over all projections that pass through, y). (DPR) to enhance the speed of broadcast and integration of
The factorA Py (n)/Ly(n) is the error per unit length. Whenpartial results.
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(@) (b) @ (b)
(d) (© (d)

(©
Fig. 8. Image reconstructed using the RevePsejection2 algorithm (a) Fig. 10. Image reconstructed using the Reve?sgjectionl algorithm using
after one iteration, (b) after two iterations, (c) after five iterations, and (d) aftée noisy projection data (a) after one iteration, (b) after two iterations, (c)
ten iterations. The noise-free phantom is used as the source of the projec@ifar five iterations, and (d) after ten iterations.
data.

(@) (b) (@) (b)
© () © ()

Fig. 9. Image reconstructed using improved Gilbert's algorithm (a) after opgy 11, |mage reconstructed using the Revesgiection? algorithm using
iteration, (b) after two iterations, (c) after five iterations, and (d) after tepoisy projection data (a) after one iteration, (b) after two iterations, (c) after
iterations. The noise-free phantom is used as the source of the projection d@ja. jterations. and (d) after ten iterations.

I1l. EXTENDED HYPERCUBE TOPOLOGY

The EH architecture [20] is suited for hierarchical expansidmandling communication—the network controller (NG
of multiprocessor systems. The basic module of the/E#)( such basic modules are interconnected 2iaNC'’s, forming
(Fig. 1) consists of ak-cube and an additional node fora k-cube among the NC’s. An EH( ) (! is the degree of the
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(@ (b) (@ (b)
(© (d) (c) (d)

Fig. 12. _Imqge reconstructed usin_g the improved Gilber_t‘s algorithm Usig. 14. Image reconstructed using the RevePsgjection2 algorithm (a)
noisy projection data (a) after one iteration, (b) after two iterations, (c) aftafter one iteration, (b) after two iterations, (c) after five iterations, and (d) after
five iterations, and (d) after ten iterations. ten iterations. The blurred image with additive Gaussian noise of variance 0.1

is used as the source of the projection data.
(b)
@) (b)
(d) -
Fig. 13. Image reconstructed using the Revetsgiectionl algorithm (a) ©

after one iteration, (b) after two iterations, (c) after five iterations, and (d) aftefg. 15. Image reconstructed using the improved Gilbert’s algorithm (a) after

ten iterations. The blurred image with additive Gaussian noise of variance @sde iteration, (b) after two iterations, (c) after five iterations, and (d) after ten

is used as the source of the projection data. iterations. The blurred image with additive Gaussian noise of variance 0.1 is
used as the source of the projection data.

@)

©
(d)

EH) consists of one NC at thith level and ak-cube of 2%

NCs/PE’s at thel(— 1)st level. The NCs/PE’s at thé £ 2)nd retains the positive features offacube at different levels of
level of hierarchy forme* distinct k-cubes. Thus, we have hierarchy and at the same time has some additional advantages
cubes at all levelg for 0 < j < (I —1). The EH architecture like reduced diameter and constant degree of a node.
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1) Integration of Partial Results:

begin
for i=0 to (I-2) step 1
begin
for all PE;[j]/NC;[7], j=0 to (k—1) in parallel
begin
send partial result to the channel linking
PE;[j]/NCilj] and PE; 1 [j]/N Ciq 5]
endj
for all NC’s at level i+1 in parallel
() begin
for j=0 to k—1
- original phgntom Ti+1(m) — Ti+1(m) + T(J)
w ANVANNN I/‘\ /\ n - o8 slgerttm /* CTH_I (m)ls the partial.reS.UIt iWCH—l
i AT ' /* T(j) is the contribution of
next lower level PE[jJ/NCIj]

[ I i
t i |

end j
end i
end.

s The assembly code for implementing the integration of partial
Wy results is given in Appendix C.
AR 2) Message Broadcast from NC to PE'She  message
packet from NC is transmitted to all PE's/NC’s at the next
T lower level. The dual-port memory is the bi-directional link
Yoy between two nodes. The DPR is in the address map of two
| PE’s sharing the DPR. The address map of an NC is shown

as follows:
A \ A

(© Local Memory
Fig. 16. Image reconstructed using the CBP algorithm. (a) The noise-free
phantom, (b) image reconstructed from a noisy projection data, and (c) plots NC-to-PE
of cross section through 128th column of the image shown in Fig. 16(a).
’ ’ 9- 166 NC-to-P§
A. Implementation of the EH(3, 1)
An EH(3, 1) has been implemented (Fig. 1) using ADSP NC-t0-PEy_.

21020 [1] DSP chips. Eight DSP chips form the 3-D cube, and
one DSP chip is configured as an NC; the NC is connected to Broadcast Address
all the eight PE’s through direct links. The links between PE’s
and PE's/NC'’s are created using DPR. A 32 KWord memory An NC can write a word to all PE’s at the next lower level
channel between the PE and PE/NC is configured as two 1&-one clock cycle by writing to théroadcast addresspace
KWord unidirectional channels. This supports the high-speefl the NC.
data transfer across the link. It takes one processor clock cycld he broadcast algorithm from NC at the highest level to all
to transfer a word across the link, which gives a transfer spelelt’s is given below. The broadcasting from NC at the highest
of 120 MB/s. level to all PE’s is performed irD(I) time.

The NC is connected to a PC/48§ system tq use theBroadcast from NC at level (I-1) to all PE’s
resources such as memory, keyboard, display, and disk storag%.egin
The ADSP 21020 operates at 40. MHz with a cycle time for each i, i=-1 to 1 step 1
of 25 ns. Thg fast channel memories are made up of .15_ns NC; writes to broadcastddressVC; /[NC/PE];_
static memories. Message passing among the nodes within and
k-cube is performed by adopting one of the hypercube message
passing algorithms, and message passing among the nodes at
different hierarchical levels is via one or more NC's.

The algorithm for implementing the integration of partial A set of rays originating fromS, penetrating the image,
results follows. and detected on the linear detector array is shown in Fig. 2.

IV. 2-D IMPLEMENTATION
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For each of the rays,(n) from the sourceS to the detector I
elementn, we compute the: andy coordinates of the pixels nf}:‘j"f,l\u - original phantom
in the path of each ray,(n) and store them as a 2-D array "“fmrl i "1|'\'lv\ -- after 5 iterations
[[pxI_inx_x] [pxI_inx_y]]. The pxl_inx_xand pxl_inx_y are n o
the x and y coordinates of the pixel in the path of the i
ray rp(n). The lengths of the ray(n) in each of these J
pixels are computed and stored as one-dimensional (1-D) " I \ S
array weights The number of pixels in the path of the ray !
rr(n) is computed and stored &éweights The array count i g l
[[pxI_inx_x] [pxI_inx_y]] is the number of rays passing through
a pixel [[pxLinx_x] [pxI_inx_y]]. To reduce the computation | ',
and the memory requirement for storing the array [[jpd_x] )
[pxl_inx_y]], weights and Nweights, a grouping technique ) h
namely grouping by symmetry19] is employed. As shown ”," %
in Fig. 2, if thez andy coordinates of the pixels, in the path K Y
of the ray marked X, are known then theandy coordinates P 1 fa
of the pixels in the paths of all other rays marked X (four ray. !
if ¢ # 0, and eight rays ifp = 0) can be obtained by the (@)
operation of a simple rotation and/or flipping.
The NC at the topmost level broadcasts the data correspond- W o
ing to N, x N, pixels to the PE’s at thel - 1)st level. Each u'.fl;‘;g":l;\?“” - after 10 iterations
PE/NC at level{~1) broadcasts the data to PE’s at theZ)nd — "'l;"'n n'".:u
level. Finally, each PE at level O receivds x N, pixels. Each b 'y
PE has to compute the pseudo-projection anfifor M/N, ) ‘/‘1,\
number of source positionsV, is the number of computing N PR
nodes in the EH system). The NC partitions theprojection [ J |
measurements in/ /N, the number of partitions, and sends - l
partitionf] to PEE], ¢ = 0 to IV, — 1. Each PE at level 0
computes ther andy coordinates of the pixels, length of the v
ray in each pixel, and the number of pixels in the path of the i |
ray r(n). h !
The pseudo—projectioR,iq)(n) is computed for each of the h y
Ny rays originating from the sourc€. From the difference o b
between P, (n) and Rff)(n), the correction to the intensity y !
function Af(@(z, y) is computed. This computation is re- J','J \ !
peated for all thelMl positions of the source locatia$l. The
PE’s at level 0 sene\ f(9)(z, y) of the image to NC's at level ®)
1. The NC'’s at level 1 integrate tl’léf(‘I)(a:, y) received from Fig. 17. Plots of the cross section through the 128th column of images
PE’s at level 0 and send the partial results to NC's at level %‘%ti?nsre;ﬁg‘s(g;’ﬁfnd it?é?%n?e Revefmjectionl algorithm: (a) five
This process is continued until the NC at the topmost
level has the imagég(x, y) and the corrections to the image

(@ i
Af*(z, y). The NC at the top level computes the final, . imagef @ (z, y) to PE's for next iteration. The NC at the

i (g+1)
image [+ (z, y) Nprmally, the mean squared error (M_SE}ﬂghest level decides if a new iteration has to be initiated, based
between the projectiod’(n) and the computed prOJectlonon the value of MSE. The algorithm is given in Appendix A.

Dy i itari .
R;”(n) i1s used as the criterion for the convergence. This is Table | gives the execution times for one iteration of the

given by fan-beam reconstruction algorithm on a single node of an EH,
an EH(3, 1) system, on an IBM RS 6000/340 workstation,
: N, N andkon a Silicon Graghi(f:s Indiogg c2; workstat(i)on. The Indigo 2
_ (@) 2 workstation consisted of R44 PU, 4410 FPU running at
o M.Nd'nz_:1 ;[R’“ (n) = Pe(n)]"- (8) 150 MHz, 16 kB instruction/16 kB data cache, 1 MB level 2
cache, and 64 MB memory. The Indigo 2 runs under IRIX 5.3
The PE’s at level 0 also compute the partial MSE. These part@@5. The IBM RS 6000/340 consisted of RS 6000/340 CPU
MSE'’s are integrated at the NC at the top level. The number fnning at 33 MHz, 8 kB instruction/32 kB data cache, and 32
iterations required for an application depends on the MSE thdB memory. The system runs under IBM AIX 3.5 OS. In both
application can tolerate. Depending on the MSE, NC decideases, the executables are created using the C compiler with
if the next iteration has to be initiated. The NC distribute®2 level optimization enabled. The EH consisted of ADSP

]
LL

| - original phantom

MSE between projections
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(d)
Plots of cross section through 128th column of images (Fig. 8) reconstructed using Fre@gston2 algorithm: (a) five iterations and (b)
ten iterations, and (c) plots of cross section through 128th column of images (Fig. 9) reconstructed using the improved Gilbert's algorithm after five

Fig. 18.
iterations, and (d) after ten iterations.
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TABLE |
ExecuTioN TIME FOR ONE ITERATION OF THE FAN-BEAM ALGORITHM BASED ON MobpIFIED PBR

Image size | Detector Elements | EH(3,1) ‘ Single Node | IBM 6000 | Indigo 2
Nz x Ny Ng | ofan EH RISC
64%64 128 91 ms 718 ms 7.8 s 2.15s
128*128 256 338 ms 2.7s 31s 83s
266%256 512 1.32 s 10.3 s 131s 33 s
TABLE 1
CoMPARATIVE COMMUNICATION PERFORMANCE OF AN EIGHT-NODE IBM SP2 aND EH(3, 1)
Operation Communication time | Communication time
SP2 EH(3,1)
point-to-point 186 p s 2 ps
broadcast, 384 us 20 pus
integration of partial results 83 ms 225 pu s
21020 CPU’s running at 40 MHz. The execution time on the TABLE Il

EH includes the communication overhead. The speed-up of an EXE$:;"|’SA22AE:; gﬁ'\ioggéEENngETAELgfoRgglSE‘N'TZ'% F35P122F°R
EH(3, 1) with 8 PE’'s and one NC is 7.85.

The results show that an EH(3, 1) system executes the 2-D—————— 12(;de 2 goses 4 1”gdses
modified PBR about 25 times faster than a Silicon Graphics Speedup 1 133 > 66
Indigo 2 workstation and about 90 times faster than an IBM
RS 6000/340 system.

We have implemented the algorithms on an IBM SP2 Sysu_?implemented the modified PBR algorithm by reconstructing

to see if one can achieve a sh(_)rter execution time USIB8yeral parallel planes separately. The equation for 3-D recon-
a faster hardware/parallel computing system. IBM SP2 IS Buction is given by

massively parallel processor (MPP) with distributed memories.

Interprocessor communication is achieved through explicit (1) 1

message passing. Each node is equipped with a 66-M (z, y, 2) :W Z

POWER2 processor and 256 MB of local memory. Each T D@y, ) Qav,2) Ay, 2)
POWER?2 superscalar processor has a peak performance of AP,E(I)(Z', i) 9
266 MFLOPs/s. The nodes are interconnected by multistage CLi(d, §) ©)
network called a high-performance switch (HPS). HPS is

a packet switching with buffered wormhole routing [30]where

Table Il gives the comparative communication performance of

an eight-node EH and an eight-node IBM SP2. The messagg(% Y, 2) the number of rays passing through

size is 1024 words. (z,y, 2);

Table Il gives the execution time of the modified PBRF(% y, ) all projectionsk that pass through
algorithm on an SP2 system consisting of one, two, and four (z,y, 2);
nodes. Dedicated nodes were used to minimize interferenggx’ Y, 7) all i that pass througke, ¥, 2);
from other tasks. The IBM message passing library (MPL) h%(% Y, 2) all 5 that pass througl, ¥, 2).

been used for communication. The codes were compiled using
the -O3 -garch=pwr2 option switch, which generates most
optimized POWER2 codes. The studies show that the EH(3,1)Smith [24] has given the necessary and sufficient conditions
system gives better performance than the IBM SP2 systdon cone-beam reconstructions. Geometries that satisfy this
with four nodes in implementing the ART-type algorithms. condition are referred to as being complete, and geometries
that do not do so are referred to as incomplete. The twin
cone-beam geometry [25] connected by a straight line is a
V. 3-D RECONSTRUCTION BY STACKING complete geometry. The dual orthogonal circular geometry is
MULTIPLE PARALLEL PLANES also a complete geometry.

Most of the 3-D reconstruction techniques, however, are
actually 2-D procedures for reconstructing an object frofy System Geometry
co-axial projections. The full 3-D reconstruction is achieved The schematic physical arrangement of the 3-D tomographic
by reconstructing several parallel planes separately. We haystem based on cone-beam reconstruction is shown in Fig. 3.
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TABLE IV
ExecuTtioN TIME FOR ONE ITERATION OF THE CONE-BEAM ALGORITHM BASED ON MODIFIED PBR FOR THE STACKED PLANES APPROACH AND “T RUE 3-D”
Object size Detector plane EH(3,1) Single Node of EH | IBM 6000 | Indigo 2
Ny x Ny x N, Ngz X Ngy stacked [ true’ 3-D | stacked l true’ 3-D RISC
16*16*8 16*8 9.4 ms 10.88 ms 73 ms 84 ms 1.27 s 33s
32%32*16 32*%16 70.5 ms 84 ms 551 ms 655 ms 93 s 2.64s
64%¥64*32 64*32 514 ms 651 ms 4s 5s 71.33 s 21s
128*128*64 128*64 H2s 6.3 s 404 s 47.1s 730 s 203 s
256*256*64 256*64 22.5s 27.35s 175 s 210 s 3259 s 1042 s
TABLE V
PARAMETERS OF THE PHANTOM USED FOR SIMULATION STUDIES
Ellipse Origin radius Orientation | Density
No. x0 y0 Semi-major | Semi-minor
1 0 0 0.69 0.92 0 0.1
2 0 -0.018 0.66 0.87 0 0.9
3 0 0.35 0.21 0.25 0 1.0
4 0.35 0 0.11 0.31 -0.314 -0.7
5 -0.35 0 0.16 0.41 0.314 -0.5
6 0 -0.1 0.046 0.046 0 0.5
7 -0.08 | -0.605 0.046 0.023 0 0.5
8 0.06 | -0.065 0.023 0.046 0 0.5
9 0.5 -0.5 0.0375 0.125 -0.524 0.5

The object is placed such that its mid-plane passes througbights The pseudo—projectiongf)(i, j) is computed for
the sources. The planar 2-D detector array is placed oppositeach of theV,, rays originating from the sourcg. From the
the source on the other side of the object. The point sourdéference betweet (i, j) and Ry (4, j)(?), the correction to
S is perpendicular to the axis of rotation and is at the midhe intensity functionA f(?(zyz) is computed. The PE’s at
plane. The detector plane is placed such that the mid-plaeeel 0 integrate the partial results and compfit€ (z, ¥, z)
passes through the center of the detector plane. We take dhel send the partial object to NC’s at level 1. The NC's at
object to be stationary, and the source and the detector ar@yel 1 send the partial results to NC’s at level 2. This process
are rotated about th& axis of the object. The intersection ofis continued until the NC at the topmost level has the complete
the axis of rotation and the mid-plane is taken as the origin object functionf(z, y, 2).
the coordinate system. We have used dual orthogonal circulaiThe iteration is continued until the convergence condition
scanning [24], where the scanning loci of the first sousce specified by (8) is satisfied. The PE’s compute the partial
form a circle in the mid-plane. The second source scans otM&E’s, and the partial MSE'’s are integrated at the NC. The
perpendicular circle as shown in Fig. 3. NC decides if a new iteration has to be carried out, based on
MSE.

Table IV gives the execution times for one iteration of the
PBR reconstruction algorithm on a single node of an EH, on

We investigate the possible task and data partitioni@) EH(3, 1) system, on an IBM RS 6000 RISC workstation,
schemes by exploiting the potential parallelism in the PB&d on a Silicon Graphics Indigo 2 workstation.
algorithm subject to minimizing the memory requirement. For
the geometry selected, we have the data parallelism in the
sense that each object plane can be processed independently. VI. TRUE 3-D RECONSTRUCTION
The object has to be reconstructed on a 3-D mesh of points)n this section, we look at the true 3-D reconstruction
Ny x Ny x N_. scheme using divergent X-ray beams.

The NC at the topmost level partitions the data correspond-We partition the object into slices, symmetrically about the
ing to IV, slices into2* number of blocks and sends one blocknid-plane, i.e., each PE store§. /N, slices of the object.
each to the nodes at the<{1)st level. Each NC at level 1) The partitioning scheme is shown in Fig. 4. Pgets the mid-
subpartitions its block int@* number of smaller blocks andslice, and there ar[(/V, + 1)/2.N,] — 1} slices on the+Z
sends one sub-block each to the PE’s at the 2)nd level. direction and an equal number of slices in the direction,
Finally, each PE at level O receivé$. /N, slices. Each PE symmetrically about the mid-plane. All the other PE’s get
at level 0 computes the arrays [[pxix_x][pxI_inx_y]] and (N./2.N,) slices in the+Z direction and an equal number

B. Parallelization of the PBR Algorithm
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TABLE VI reconstructed images, we used projection data from a blurred
MEAN-SQUARED ERROR BETWEEN THE IMAGE AND THE image with additive Gaussian noise
RECONSTRUCTEDIMAGE USING MODIFIED PBR ALGORITHMS ; . . ’ . .
Fig. 6(a) is the noise-free phantom. Fig. 6(b) is a phantom
. Iterations obtained by blurring the original phantom shown in Fig. 6(a)
Algomhm_ 1 ] 10 | 50 [ 100 with a 5 x 5 window of constant coefficients (0.04). Fig. 6(c)
Proposed Algorithm is the blurred phantom with an additive Gaussian noise. The

Modified Reverse_Projection-1 | 3.6 | 0.38 | 0.19 | 0.15  ocqnstryction region, a square of size 266256, is placed
Modified Reverse_Projection 2 | 6.0 | 1.2 [ 0.32 | 0.22 . . . .
- such that its center coincides with the center of rotation of
New Gilbert’s 45| 0.5 0.2 | 0.15 . .
= TN the sourceS. The linear array detector having 512 elements
ager Algorithm . . . . .
Reverse_Projection AT IE T 05 T055 :;F:Laecidt;.gcl:?metrlcally opposite the source, on the other side
New Gilbert’s 27 | 20 | 06 | 03 Ject.
CBP 11 The source and the detector array are rotated about the

center of the object at equally spaced angles. The center of
the object and the detector array lie on the central ray of each
fan-beam. Simulation studies have been carried out with 120
of slices in the—Z direction, symmetrically around the mid-projection measurements. We have assuniéd(z, y) = 0
plane. Similarly, the projection data is split inf§, number as the initial condition. The (MSE...) between the object

of partitions. When a cone beam diverges from the source aantd the reconstructed object has been used as the criterion for
passes through a 3-D object, the ray traverses multiple slicesomparing the algorithms.

the object. So, a PE is required to share information with other
PE’s. We distribute the object and projection sub-blocks such

N, Ny
that a PE shares the information with other PE’s connected OfMSE. _ 1 @ (g ) — flz. D2, (10
a hypercube link. Each PE at level 0 Hasumber of PE’s at TSN, Ny';::1 yz::l e, ) = Ja . (10)

a distance of one hop. Since the DPR is shared by two PE’s,
and the DPR can be accessed by both PE’s simultaneously, the h h d i btained
shared information can be stored in DPR. The duplication ¢ 195 /-9 show the reconstructed Images obtained us-

the same data on two PE’s is thus eliminated. Fig. 5 shows the. the Modified Weighted_Reverse_Projection Modified

data shared by two neighboring PE’s. The dual-port memoyyfelghted_Reverse._Projection_Zand Improv_ed Gilbert’g
gorithms respectively. The reconstructed images obtained

connecting PEwith PE;; holds the set of slices shared byA‘ e ; X h .
PE and PE,;. Similarly, the dual-port RAM linking PE ; after one, two, five, and ten iterations are shown in these

with PE; holds the set of slices shared by,PEand PE. The figures. h h . . h )
3-D reconstruction algorithm is given in Appendix B. Figs. 10-12 show the reconstructed images using the noisy

The updated partial object(z, y, z) is sent to the NC projection data. Figs. 13—-15 show the reconstructed images of

which integrates the result from all PE’s and sends it to tﬁ@e _blurred phantom shown in Fig. G(b)_'
host. Fig. 16(a) shows the reconstructed image based on CBP

Table IV gives the execution times for one iteration of th@Sing the Shepp-Logan [26] reconstruction filter. The image

PBR reconstruction algorithm on an EH(3, 1) system, on éﬂconstructed using CBP for a noisy projection data is given in

IBM RISC RS 6000 workstation, and on a Silicon GraphicEig' 16(b). Rowland [22] has analyzed the effect of additive
Indigo 2 workstation Gaussian noise in the projection data on the reconstruction.

The results show that the computational speed of an EHEE-!]e results 'show .that the r'eco.nstructlon of noise with a
stant variance in the projection measurements does not

1) system for the cone-beam reconstruction using stacked"

parallel planes is 40 times faster than that of a Silicorﬁave a constant variance but is instead a function of the

Graphics Indigo 2 workstation. Compared to the IBM s00B0sition(z, ). The standard deviation fluctuates as a function

RISC workstation, the EH system gives 130 times better Spe%fdposition for a band limiting filter with linear interpolation.

performance. The “true 3-D” algorithm on an EH(3, 1) is 3(§0,.ring artifacts show up in the reconstructed image. .
times faster than that of a Silicon Graphics Indigo 2. Figs. 16(c), 17, and 18 are the plots of the cross section
through the 128th column of images reconstructed using CBP

and the proposed algorithms, respectively. Table VI shows the

VII. SIMULATION RESULTS MSEin.g Using the proposed algorithms, Fager's algorithm,

The phantom used for simulation studies is shown @nd the CBP algorithm. The MSE of the image after 10

Fig. 6(a). The parameters of the phantom are given in Table Kgrations is 0.38. As the number of iterations is increased
Extensive simulation studies of the new algorithms hay@ 100, the MSE falls to 0.15.

been carried out on: 1) noise-free projection data; 2) noisy

projection data; and 3) on a blurred and noisy phantom. In

order to simulate the algorithms using noisy projection data,

we added a Gaussian noise of mean zero and variance 0.Ih this paper, we have described the parallelization of a fan-

to the projection data. To study the effects of blurring on th@eam reconstruction scheme based on modified PBR algorithm

VIIl. CONCLUSIONS
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fan-beam reconstruction based on PBR algorithm
begin
The PEs at level 0 receive the image and projection partition from NC
for each projection k
begin
for each n, n = 0 to (Ng — 1) step 1
begin
compute the array [[pxlinx x] [pxlinx_y]] /* x,y coordinates of pixel */
compute 1-D array weights /* length of the ray in each pixel */
compute Nweights /* number of voxels in the path of the ray */
do for t = 0 to (Nweights-1)

begin
Ri(n) = Re(n) + flpxlinx_[t] pxlinx_y[t]] * weights[t]
endfor t

APi(n) = Rg(n) — Py(n)

do for t = 0 to (Nweights-1)
begin
A flpxiinxx[t] pxlinx_y[t]] =
A f[pxlinx x[t] pxlinx_y[t]] + APk(n) / Zﬁugeigh“q(weights[l])
increment count|[pxlinx x[t] pxl.inx_y[t]] /* number of rays thru pixel */
endfor t
endfor n
repeat for all other 3/7 rays in the same ray-group.
compute partial MSE
endfor k
send partial A f, partial count and partial MSE to NC at the next higher level for integration
end begin

The NC at the highest level integrates (1) partial Af, (2) partial count from all PEs/NCs of the next lower
level, (3) updates the image f(x,y), and (4) integrates partial MSE from all PEs/NCs at the next lower level.

on an EH topology. The scheme has been extended for aali-PE’'s/NC’s of the next lower level; 3) updates the image
D object based on stacked multiple parallel 2-D planes. Az, y); and 4) integrates partial MSE from all PE’'s/NC’s at
true 3-D reconstruction scheme also has been developed. DS next lower level.

chips have been used as PE’s. Since DSP chips are optimized

processors for executingnultiply and multiply/accumulate

instructions, they give high performance. Another factor that APPENDIX B

speeds up the execution of the PBR algorithm is the high-speedsee the algorithm at the top of the next page.

memory channel linking the PE’s/NC’s. The computation and

communication tasks overlap in the EH system because of the

memory channel. For faster speed, we have written the code APPENDIX C

for the DSP’s entirely in assembly language.

The time required to perform the integration of a partial
result of one word is2¥* CPU clock cycles. There is no
overhead for iteratingV data items since the DSP device

See the algorithm shown at the top of the page. The NCsatpports zero overhead loop facility. See the algorithm at the
the highest level integrates 1) partialf; 2) partial count from bottom of the next page.

APPENDIX A
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True 3-D Cone-beam reconstruction based on modified PBR algorithm
begin
receivethe object sub-block from NC
send the object slice to be shared witt;; to the channel memory shared
by PE; and PE,;
receive the object slice to be shared wittE;_; from the channel memory shared
by PE; and PE;_
for each projection k

begin
foreach (i, ) i=0,..., Ngz —1,)=0,..., Ngy — 1
begin
compute array [pxinx_x][pxI_inx_y][pxl_inx_z] /* coordinates of voxet/
compute 1-D arrayveights /* length of the ray in each voxé/
computeNweights /* number of voxels in the path of the r&y
do for t = 0 to (Nweights-1)
begin
Ry(7, 7) = flpxI_inx_[t] pxl_inx_y[t] pxl_inx_z[t]] * weights[t]
endfor t

do fort = 0 to (Nweights-1)
begin
A flpxI_inx x[t] pxI_inx_y[t] pxl_inx_z[t]] = ‘
A flpxl _Linx _x[t] pxI_inx_y[t] pxl_inx_z[t]] + APx(i, j)/ Ef\;ﬁ”ghts_l(weights[l])
increment count[[pxinx_x[t] pxl_inx_y[t] pxl_inx_z[t]]  /* number of rays
endfor t /* through a voxel 4, y, 2) */
repeat for all other 7/15 rays in the samag/-group
endfor (i, )
endfor k
integrate the partial count of the number of rays passing through the overlapped slices between
PE;_; and PE;, and PE; and PE,
integrate the partial correctiof f of the voxels it shares with that d?E;,,, and PE;_;
integrate the partial MSE for the slices it shares with thaPé;,,, and PE,;_;
for each object voxel (%, y, z) in the slices allocatedR&;
Af[X, y, z] = AT[X, Y, z] / count[x][y][z]
it SO (2, y,2) 20 D2,y 2) = fD(z,y, 2) + AAfD(z, 3, 2)
else fUHD(z, y, 2) = [ D(z, y, 2)
send the object block to the NC
end begin

The assembly program to implement the integration of partial results is given below:

R0=0.0 ;sum in register RO
counter = N, do repeat until counter underflows ; N partial results to be integrated
R1 = dm@PEy) ;dm(PEy) is the NC/PE; link address
RO = RO + R1, R1 = dmPE,) ;dm(PE,) is the NC/PFE; link address
RO = RO + R1, R1 = dmRE(y«_1))

repeat: RO =RO+ R1
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