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Abstract. Due to rapid improvements in on-board instrumentation and atmospheric
observation systems, in most cases, aircraft are able to steer clear of regions of adverse
weather. However, they still encounter unexpected bumpy flight conditions in regions
away from storms and clouds. This is the phenomenon of clear air turbulence (CAT),
which has been a challenge to our understanding as well as efforts at prediction. While
most of such cases result in mild discomfort, a few cases can be violent leading to
serious injuries to passengers and damage to the aircraft. The underlying physical
mechanisms have been sought to be explained in terms of fluid dynamic instabili-
ties and waves in the atmosphere. The main mechanisms which have been proposed
are: (i) Kelvin–Helmholtz instability of shear layers, (ii) waves generated from flow
over mountains, (iii) inertia-gravity waves from clouds and other sources, (iv) spon-
taneous imbalance theory and (v) horizontal vortex tubes. This has also undergone a
change over the years. We present an overview of the mechanisms proposed and their
implications for prediction.

Keywords. Clear air turbulence; aviation weather hazards; fluid dynamic
instabilities; atmospheric waves.

1. Introduction

Atmospheric effects on aviation are well-known and, with the increase of air-traffic, the impacts
of weather are being seen more and more. Besides passenger comfort and maintenance of sched-
ules, safe air travel depends significantly on weather phenomena. A US NTSB survey showed
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that weather is a predominant cause of aviation accidents, accounting for approximately 57.1%
fatal and 27.0% non-fatal incidents (Mahapatra 1999). An impetus for renewed interest in avia-
tion weather hazards is the loss of Air France flight AF447 of 1 June 2009 over the Atlantic ocean
in which all 228 people onboard the Airbus A330, died. According to NCAR, a possible cause of
the crash is that the plane encountered severe weather conditions as it flew around intense storms
as suggested by an analysis of satellite data. There are many kinds of aviation-related weather
phenomena which are of great interest to fluid dynamicists from a research point of view such as,
clear air turbulence, wind shear and wake-vortex effects. Here, we examine current understand-
ing of clear air turbulence (CAT) to suggest new directions for research and development, espe-
cially for simulations and predictions of hazardous weather phenomena of significance to general
aviation.

Clear air turbulence is a phenomenon which still eludes our understanding and methods of
detection even after decades of study (Pao & Goldburg 1969; Knox et al 2008). It is also relevant
to aircraft travelling into and out of India. On 25 April 2010, an Emirates flight from Dubai to
Kochi, encountered severe turbulence resulting in injuries to several passengers (The Times of
India, 26 April 2010). On 26 May 2010, the Air India flight IX-212 dropped a few thousand
feet on encountering an ‘air-pocket’ (PTI News, 31 May 2010). These incidents underscore the
importance of understanding such phenomena. While there are many papers on various aspects
of CAT, in recent times, there has not been any comprehensive review of CAT. In this survey,
first we describe observations about CAT events and attempts at detection. The discussion that
follows on mechanisms that have been proposed for the formation and sustenance of CAT is
the major emphasis of this paper, since it is the starting point for future research and improved
understanding. Finally, we consider forecasting methods.

1.1 Definition of clear air turbulence

Clear air turbulence (CAT) can be defined as ‘All turbulence in the free atmosphere of interest
in aerospace operations that is not in, or adjacent to visible convective activity. This includes

Figure 1. Time history of vertical accelerations (solid) and altitude (dashed) along the flight path of a
commercial jet aircraft near Hannibal MO, from 0121 to 0127 UTC on 4 April 1981. Adapted from figure 4
of Ellrod et al (2003).
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turbulence found in cirrus clouds not in or adjacent to visible convective activity’ (Pao &
Goldburg 1969). The above could also be expressed as ‘All bumpy flight conditions away from
convective clouds’. CAT is also defined as aircraft turbulence that occurs at altitudes of 5.6 km
(500 hPa) or higher. This definition excludes many of the low-level disturbances, which can be
attributed to the boundary layer or topographic effects, such as mountain lee-waves. An exam-
ple of the vertical acceleration encountered by an aircraft due to CAT is shown in figure 1. One
can see that the aircraft was subjected to significant acceleration and altitude change of a few
hundred metres during a short time (around 100 seconds).

Bumpy flight conditions could be due to high vertical velocities and gusts associated with
either clouds/storms or those appearing in clear air. With the advances in radar technol-
ogy, regions of convective activity are detected easily and aircraft can avoid such areas. The
more dangerous of the two is CAT since it cannot be detected by current weather radars.
Currently research is being carried out to detect such regions using satellite observations
(Donovan et al 2008). Based on the magnitude of the gusts, regimes are classified as light
(1.5–3.0 m/s), moderate (3.0–6.1 m/s) or severe (> 6.1 m/s) (Endlich 1964). The size of the
turbulent zone can also be significant (161 km wide, 1.5 km deep) and may persist for around
2 1/2 h.

2. Observations

CAT is generally associated with mesoscale (length-scale of around 10–50 km and time-scale of
a few hours) phenomena, such as jet-streams, troughs, ridges, fronts. It could also be embedded
in synoptic flow (length scale of around 1000 km and time-scale of 1–2 days) and, so, persists
for many hours. Observational studies using research aircraft have indicated that the presence
of high clouds, vertical wind shear, wind speed, presence of jet-stream (a band of high speed
winds, blowing from east to west, at altitudes of 5 km or more) and Richardson number (ratio of
buoyancy to shear) have a high correlation with CAT (Aiken and Lean 1973). Other parameters
like time of day, flight direction, height and temperature of tropopause were found to have no
significant relation with CAT (Colson 1963). Atlas et al (1970) observed the formation, growth
and breakup of a Kelvin–Helmholtz wave, in a manner similar to that observed in laboratory
shear flows, near a region associated with turbulence. CAT is more often found near the jet-
stream. It is more frequently observed near mountains and continents than over flat land and
oceans. In the absence of a satellite based method of detection, these reports could be biased by
the aircraft flight paths and the limited regions of study.

Necessary and sufficient conditions for CAT have not been isolated but some of the factors
associated with it are:

(i) Ri < 1; (Ri, the Richardson number, is the ratio of buoyancy forces to shear forces. A value
less than one indicates that shear instabilities dominate).

(ii) Discontinuities of lapse rate; (The lapse rate is the rate at which temperature decreases with
height in the atmosphere.)

(iii) Large cyclonic horizontal shear.
(iv) Large vertical velocities (∼ 1 m/s).

In flights using research aircraft, CAT has been observed to have a ‘patchy nature’ (Reiter in
Pao & Goldburg (1969)). The relevant scales are: altitude above 5 km; extent of 20–200 m, and
durations of the order of seconds.
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2.1 Detection

Ground-based radars with sufficient power, such as MST (Mesosphere-Stratosphere-
Troposphere) radar which uses the Doppler effect to measures wind velocities, can detect gusts
and can in principle be used to infer regions of CAT. However, these have a limited range, and
can be used for research studies but are not suitable for practical detection/avoidance. Weather
radars on aircraft can detect water droplets or ice-crystals and thus, rain and convective activity.
Particle sizes of fog/cloud, etc. are too small to be detected by this type of radar. Turbulence in
clear air has no large particles associated with it and cannot be detected by airborne radar.

A lidar (laser-based light detection and ranging) detects density differences and can be used
for CAT avoidance. So far, such instruments have been used on ground based platforms and
research aircraft only. Lidars have not been used on commercial aircraft due to power and cost
considerations. Kaufmann (2002) has examined the economics of fitting such instruments on-
board and expected benefits. From the figures quoted, it appears unlikely that airlines will be
using lidars in the near future.

Pilot reports (PIREPs) remain the most reliable locators of CAT. When an aircraft encoun-
ters a region of turbulence, the pilot informs the ground control about the location and extent.
This information is passed on to other aircraft in the region. Pilots are also expected to record
such incidents after landing. Databases based on PIREPs have been used by many researchers
to validate their models (Knox et al 2008). However, this practice is airline/country-dependent
and not universally followed. CAT reports are not available at all parts of the world. A lim-
itation of PIREP-based CAT database is that there are no data on regions away from major
air-routes.

A satellite based method of CAT detection would provide a global coverage of the phe-
nomenon. However, the spatial resolution of geo-stationary satellites is not sufficient to detect
CAT, while with low-earth satellites the temporal sampling rate is low. Some new, indirect tech-
niques or combination of data from many low-earth satellites could solve this problem in the
future.

3. Theories for formation

The earth’s boundary layer is predominantly turbulent, and has been studied extensively. The
surface layer is explained by the Monin–Obukhov theory and heat-flux scaling in the low wind
regime. In the free atmosphere, well above the the boundary layer, the level of turbulence is
expected to be low as there is a rapid decay of turbulence with height. Also, in regions away
from clouds stratification would be stable, and this would further reduce the turbulence levels.
This suggests that shear instabilities or wave propagation could be the likely sources of CAT. The
several candidate mechanisms that have been studied in the past are discussed here. It is certainly
possible that the different mechanisms are appropriate to different topography and atmospheric
conditions even though the result is labelled a CAT event.

3.1 Kelvin–Helmholtz instability

Most theoretical analyses, done in the 60s and 70s, considered CAT to arise from a Kelvin–
Helmholtz type of instability from shear layers in the atmosphere. A conceptual view of the
process is shown in figure 2. Atlas et al (1970) have observed the formation, growth, and breakup
of a Kelvin–Helmholtz wave, in a manner similar to that observed in laboratory shear flows, near
a region associated with turbulence.
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Figure 2. Schematic diagram of the instability of a shear layer and breakdown into turbulence. Adapted
from figure 2 of Ellrod & Knapp (1992).

Kelvin–Helmholtz instability is the linear instability at the interface of two streams. For
two streams of fluid of different densities ρ1, ρ2 and speeds U1, U2 separated by a horizontal
interface, under the assumptions of no viscosity, the wave speed of small perturbations,

c = ρ1U1 + ρ2U2

(ρ1 + ρ2)
±

√
−ρ1ρ2(U1 − U2)2

(ρ1 + ρ2)2
− ρ2 − ρ1

(ρ1 + ρ2)

g

k
. (1)

Here, g is the acceleration due to gravity and k the wavenumber. If there is no velocity difference,
the configuration is unstable if ρ2 > ρ1, i.e., the heavier fluid is on top (Drazin 2002). If there is
a velocity difference, the flow is unstable for high wavenumbers

k >
ρ2

1 − ρ2
2

ρ1ρ2(U1 − U2)2
g. (2)

Thorpe (1968, 1971, 1973) conducted laboratory studies on the mixing of stably stratified
fluids and the Kelvin–Helmholtz instability. They found that internal waves affect the density
gradient, creating unstable regions eventually leading to turbulence. They also observed turbu-
lence generated in the interior of a stratified layer (not at the interface). A comparison of the
parameters with scales in the atmosphere and oceans showed that the non-dimensional collapse
time of K–H billows is similar for flows in the laboratory and those in the atmosphere or oceans.

Other effects such as (i) surface tension, (ii) viscosity, (iii) rotation have been studied by
Chandrasekhar (1961). Viscosity and rotation have a stabilizing effect and impose a cutoff
wavenumber but higher wavenumbers are still unstable. Surface tension will suppress the
instability if

(U1 − U2)
2 <

2(ρ1 + ρ2)

ρ1ρ2

√
T g(ρ1 − ρ2), (3)
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where T is the surface tension. Surface tension is important for high curvature, or high
wavenumbers, and is significant for the air–sea interface, but not for fronts in the atmo-
sphere (Chandrasekhar 1961).

If there is continuous stratification and the velocity varies as a function of height, the Howard–
Miles criterion for instability is

Ri <
1

4
, (4)

based on the Richardson number (Ri = N 2/(U ′)2, where N 2 = −(g/ρ̄)dρ̄/dz is the Brunt–
Vaisala frequency and U ′ = dU/dz) (Howard 1961; Miles 1961). This criterion was initially
used as predictor of CAT. However, large regions of with low values of Ri can exist without
CAT being triggered and it is now regarded as only a necessary condition for CAT.

3.2 Mountain flows

Mountains act as obstacles to the flow and are major sources of generation of mesoscale waves.
Complex terrain can lead to formation of rollers, cloud bands and also generate inertia gravity
waves which propagate to large distances.

Pao & Goldburg (1969) quotes Reiter’s statement: ‘The turbulence energy within the isotropic
sub-range may be fed by the kinetic energy of the flow over rough terrain in a near-neutral
stratification. This could be the case for low level turbulence. The ‘spectrum’ of the terrain
configuration may have an influence on eddy sizes beyond the inertial sub-range. . . . Such flow
processes have been poorly explored as yet.’

Belcher & Hunt (1998), in their review of flow over mountains, use the advective and
Lagrangian timescales to divide the flow into an inner and outer region (figure 3). Many aspects
of the interactions between the flow, generation of turbulent stresses in the atmosphere and
resulting drag on mountains are described. Regarding the effect of hills and waves on large-scale

Figure 3. Regions of interest in flow over a range of mountains such as the upper layer, middle layer and
inner region. The lower geometry is idealized as a sine wave. Adapted from figure 3 of Belcher & Hunt
(1998).
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eddies, they show that the stream-wise vorticity is increased while vertical vorticity is decreased.
When the flow is perpendicular to a mountain range, they show that a secondary flow can result
(from a span-wise inviscid instability), with vortices having a vertical scale comparable with the
boundary layer depth.

Calculations of flow over a one kilometer high, two-dimensional ridge show that propagating
waves can reach the tropopause (Lin 2007). For three-dimensional mountains, the upward prop-
agation is less, but there is a spreading of the disturbance in the horizontal direction. For larger
mountains, Coriolis effects are important because they can sustain the generated waves for a
longer time/distance (conservation of potential vorticity).

Mountain generated turbulence is definitely the cause of low level disturbances. Whether it
causes CAT at cruise altitudes is still not known. A possible mechanism is by the triggering of
gravity waves which can propagate over large distances and to higher altitudes.

3.3 Gravity waves

While initially the Kelvin–Helmholtz instability was considered to be the primary mechanism
for CAT, later, the role of internal inertia-gravity waves (Nappo 2002) gained more importance
(Ellrod et al 2003). Inertia-gravity (IG) waves can be triggered by shear zones, flows over moun-
tains or around regions of intense convection (Simpson 1997). In addition, these waves can
reflect from the tropopause or ground and cause CAT at locations away from the source of the
disturbance. Lindzen (1974) noted that, in the classical K–H problem, shear and stable strati-
fication are confined to a thin layer, and that the unstable perturbations decay away from the
shear zone. In a fluid with stable stratification everywhere, it was shown that for low wavenum-
bers (k2 < N 2/U 2), inertia-gravity waves, which propagate far from the shear zone, exist. It is
their view that these waves ‘can supplement and perhaps supplant Kelvin–Helmholtz instability
in explaining clear air turbulence’. When RiB is greater than 1/4, instead of instability, wave
solutions exist. The dispersion relation is

ω = Ūk ±
√

k2 N 2

(k2 + m2)
. (5)

If there is no mean wind, IG waves can propagate at any angle with respect to the horizontal. The
highest frequency of oscillation is limited to N . An example of vertical velocities encountered
by and aircraft, due to IG waves is shown in figure 4.

Since the propagation velocity depends on the mean windspeed, its variations can result in
(i) ducting or (ii) reflection of IG waves. Ducting occurs when there is a strong jet in the atmo-
sphere. In the centre of the jet, wave velocity is high and nearly aligned with the jet axis, while
at the edges, the velocities are low and towards the jet. This results in IG waves being ‘carried
along’ with the jet over long distances with little attenuation. IG waves can reflect off the ground
or from critical layers in the atmosphere. Critical levels are those where U becomes equal to c
(since the sign of U − c determines the nature of the solution). Due to ducting and reflection IG
waves can transport energy over long distances (1000 km).

Many authors have held that there is a strong connection between inertia-gravity waves
and CAT: One possibility is that these waves ‘degenerate’ into turbulence. The currently held
view is that inertia-gravity waves reduce local RiB and promote growth of instability by
Kelvin–Helmholtz mechanism. Observations of regions of mountain induced gravity waves and
regions of turbulence, possibly associated with these waves, are shown in figure 5 (from Nappo
(2002)).
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Figure 4. Traces of vertical velocity recorded by a research aircraft, the King-Air B200, during CASES-
99 field campaign, on 14 October 1999. The flights were made at various heights at a fixed latitude. The
flight directions (towards east or towards west) are indicated by the arrows on the left of the figure (Figure
1.3 of Nappo (2002), Academic Press).

Figure 5. A view of mountain induced gravity waves and regions of turbulence on February 17,
1970, over Colorado. Solid lines represent potential temperature, dashed lines U component of velocity,
ˆ represents light turbulence and ˆ̂ represents strong turbulence (Figure 3.1 of Nappo (2002), Academic
Press).
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3.4 Lighthill–Ford theory

Knox (1997) noted that operational forecasts of CAT using conventional diagnostics have poor
correlation (0.1–0.35). He analysed the theoretical basis of the various forecasting techniques
and advanced simple arguments to show that most of them fail in regions of strong anti-cyclonic
flow. He suggested that inertial instability and spontaneous gravity wave generation could be
possible mechanisms.

Ford and co-workers (Ford 1994; Ford et al 2000) derived an equation for the generation of
inertia-gravity waves from regions of vorticity in a manner similar to Lighthill’s derivation for
Lighthill’s acoustic waves. Starting from the shallow water equations for a layer of thickness h,
an equation for ∂h/∂t can be derived as follows.(

∂2

∂t2
+ f 2 − c2

0
∂2

∂xi∂xi

) (
∂h

∂t

)
= ∂2

∂xi∂x j
(Ti j ), (6)

where

Ti j = ∂

∂t
(hui u j ) + g

2

∂

∂t
(h2 − h2

0)δi j + f

2
[εikhuku j + ε jkhukui ], (7)

where f = 2� sin φ is the Coriolis parameter, φ the latitude, � earth’s angular velocity, h0 a
reference height and c0 = √

gh0.
Knox et al (2008) argue that the Lighthill–Ford theory of spontaneous imbalance, can explain

CAT. According to this theory, regions of flow with significant vorticity can emit waves (due to
internal small scale fluctuations) and mechanisms such as geostrophic adjustment or topographi-
cally generated gravity waves are not necessary. In a similar vein, Medvedev & Gavrilov (1995),
Gavrilov (1997) used asymptotic analysis and method of multiple timescales to derive the source
of forcing of IGW.

Plougonven et al (2009) have pointed out that both Lighthill and Ford used the scale separation
between the source of the waves (non-zero only in a small region) and the region of propagation
of the waves, to make the scaling arguments and that use of the vorticity term as a local indicator
of CAT, by Knox et al (2008) does not follow from the theory.

3.5 Horizontal vortex tubes

In addition to waves or instabilities, another approach which has been adopted recently, is to
look at coherent-structures in the flow associated with CAT (figure 6).

Clark et al (2000) simulated conditions similar to those encountered by a DC-8 aircraft over
Colorado, during December 1992, using a non-hydrostatic model with a resolution from 26 km
to 200 m (5 levels of nesting). They found that flow-reversal associated with wave breaking
occurred two to three km above the incident. They infer that this region of intense turbulence
was due to the breaking of vertically propagating gravity waves. In addition, their simulations
suggest that a Horizontal Vortex Tube (HVT) was formed which led to turbulent conditions (as
violent as those due to a thunderstorm). Clark & Radke (2001) further suggest that, HVTs can
be triggered by 3-D shear layers.

Oblique encounter of an aircraft with an HVT of similar dimensions, can lead to inversion
of the aircraft (if encountered at right angles, only an up-down motion results). The scenario,
described by Clark & Radke (2001) is illustrated in figure 7. First one wing encounters a down-
ward velocity leading to loss of lift. The pilot compensates by increasing the aileron deflection
on that wing. By this time, the wing encounters an upward wind while the other wing encounters
a downward wind, leading to roll in the opposite direction, which adds to the aileron deflection.
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Figure 6. Simulated flow structures near a CAT event (From Clark & Radke 2001).

Figure 7. Oblique encounter of an aircraft with a HVT (from Clark & Radke 2001).

The mechanism proposed for the formation of HVTs is as follows. Jets and fronts in the atmo-
sphere are regions where the shear is high. Kelvin–Helmholtz is one of the instabilities possible
in a shear layer. If three-dimensional perturbations are considered over the sheet, instability in
the span-wise direction (growth of spanwise perturbations), can also be present leading to the
formation of braids—this is usually ignored because the growth rates are smaller. In addition, if
the density gradient is sharper than the shear layer, the Holmboe instability is triggered (Smyth
& Winters 2003).

4. Slow decay of turbulence

Another aspect of the problem is the manner in which the turbulent fluctuations and gravity
waves decay. Once a patch of turbulence is formed, due to any of the mechanisms described in
the previous sections, the rate of decay would determine how long it would last.

Dickey & Mellor (1980) studied the decaying of turbulence in neutral and stratified fluids,
experimentally at a mesh Reynolds number of 48260. They observed that for the neutral case
decay is a per a power law t−1. For the stratified experiment, upto non-dimensional time of
275, the decay rate was identical to that of the neutral case and subsequently the decay rate
sharply decreased. After this time the field of turbulence was replaced by internal gravity waves.
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Weinstock (1984), made a theoretical calculation of the decay of turbulence energy in the pres-
ence of coherent internal gravity waves of various intensities. They show that the turbulence
decay is a universal function of the wave shear and wave frequency provided that the energy
is expressed in terms of the buoyancy wavenumber k, and time is expressed in terms of the
Brunt–Vaisala frequency. Similar to the experimental result of Dickey & Mellor (1980), the
turbulence decay is found to undergo a sudden transition from rapid decay to a much slower
oscillatory decay when the gradient Richardson number, is less than about 0.4. They suggest that
this may explain the continued presence of turbulence in dynamically stable regions of oceans
or atmosphere. With rotation also the rate of decay is reduced (Moisy et al 2011).

Decay of vortices in stratified fluids has been studied in the context of aircraft wakes. These
studies have been reviewed by Spalart (1998). Presence of strong vortical structures is one of the
mechanisms proposed for severe CAT. Therefore some of studies on the decay of vortices in strat-
ified fluids are relevant to the problem of decay of CAT. The overall sequence of events is thought
to be as follows: A pair of counter-rotating vortices, shed from an aircraft wing-tips, descend
due to mutual induction. Initially they are subject to instabilities: short-wave elliptical and long-
wave Crow instability, which can lead to breakdown (high dissipation). Later they diffuse with
rapid mixing with the ambient atmosphere. There are conflicting views about the time duration
of the different phases, the temporal dependence, etc. The modes of decay could be either rapid
or slow. Spalart (1996) describes the exponential decay of laminar wakes in a stratified fluid.

5. Forecasting methods

There have been a few methods proposed for forecasting clear air turbulence based on large-
scale observations. Early methods considered the Richardson number to be the primary predictor
(Kronebach 1964). Such methods identify large regions of possible occurrence of CAT. The main
source of verification of such methods has been using pilot reports (PIREPs) of CAT.

Colson & Panofsky (1965) used dimensional arguments in a stable atmosphere to estimate
clear-air turbulence intensities as follows

C P = λ2S2
V

(
1 − Ri

Ricri t

)
, (8)

where λ is a vertical length scale, SV the vertical shear and Ricri t an empirical constant.
Mancuso & Endlich (1966) used turbulence data collected during a field campaign during

1962 to find correlations between turbulence frequency and meteorological parameters. They
found that the product of vertical vector wind shear and deformation correlated well with regions
of CAT.

Ellrod & Knapp (1992) used a combination of vertical wind shear (VWS), deformation (DEF)
and convergence (CVG), based on large-scale observed values of wind to define a turbulence
index as follows.

T I 2 = V W S × [DE F + CV G], (9)

where

V W S = ∂V

∂z
,

CV G = −
(

∂u

∂x
+ ∂v

∂y

)
,
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and

DE F =
√(

∂u

∂x
− ∂v

∂y

)2

+
(

∂v

∂x
+ ∂u

∂y

)2

.

Regions where the index was above a threshold were plotted and checked with pilot reports of
CAT. The index was reasonably successful in estimating a few cases of CAT, though due to the
sparsity of PIREPS, the regions of maximum TI could not be verified.

Keller (1986, 1990) proposed a Specific CAT Risk (SCATR) index based on frontogenesis.
The Richardson number tendency equation is

dln Ri

ddt
= −
 − ε,

where 
 is the resolvable or grid-scale component, and ε is the subgrid or ‘turbulent’ compo-
nent. Using synoptic scale observations 
 was computed, while ε was parametrized in terms
of velocity and temperature gradients. Using observed data for three documented cases of CAT,
Keller showed that regions of positive 
 could explain the occurrence to a significant degree.
The discrepancies were attributed to uncertainties in ε.

Frehlich & Sharman (2004) used a structure function approach, based on the observed spectra,
to estimate small-scale turbulence using atmospheric variables from mesoscale NWP (numerical
weather prediction) models.

Since none of the above indices have proven to be completely satisfactory, Sharman et al
(2006), proposed the use of a combination of many indices of CAT with weights determined
by recent PIREPS to calculate a ‘Graphical Turbulence Guidance’ system (GTG1). They use a
numerical weather prediction model output at grid points (resolution of the order of 20–50 km) to
calculate the probability of CAT. For the upper levels (> 20000 feet) 10 different indices, and for
the middle levels (10000 to 20000 feet) nine indices are used. These include: Richardson number
and windspeed (Endlich 1964); Turbulence Index 1 (Ellrod & Knapp 1992); Colson–Panofsky
index (Colson & Panofsky 1965); frontogenesis function (Bluestein 1993); unbalanced flow
diagnostic (Knox 1997); horizontal temperature gradient and structure function based estimate
(Frehlich & Sharman 2004).

These forecasts are available for the US region at the website http://adds.aviationweather.gov/
turbulence. A typical forecast is shown in figure 8.

Knox et al (2008) pointed out that a limitation of aviation turbulence forecasts was the iden-
tifying of sources of gravity waves and this could be part of the reason for the forecasts not
achieving the U.S. Federal Government goals for CAT forecast techniques (probability of detec-
tion for moderate or greater turbulence greater than 0.8, with a probability of detection of null
reports greater than 0.8). On performing a scale analysis of the terms in equation 7, they estimate
that the leading order term is f hu · ∇ζ and the second order terms are −2h∂ J (u, v)/∂t , 2h D f ζ

and f h (v∂ D/∂x − u∂ D/∂y). Here D is the horizontal divergence, ζ the relative vorticity, u, v

the horizontal velocity components and J (u, v) = (∂u/∂x)(∂v/∂y) − (∂v/∂x)(∂u/∂y). Knox
et al argue that the leading term, advection of relative vorticity, is consistent with other empirical
approaches for predicting CAT. They have used an index based on the RHS terms and shown for
some cases that it predicts a more localized region than other methods. Using similar arguments,
the TI index of Ellrod & Knapp (1992) has been modified to include a proxy term for divergence
tendency and has been shown to improve CAT diagnostics (Ellrod & Knox 2010).

To the objections raised by Plougonven et al (2009) regarding the scale separation in the
application of the theory, Knox et al (2009) justify their approach citing the messy nature of
real-life CAT forecasting.

http://adds.aviationweather.gov/turbulence
http://adds.aviationweather.gov/turbulence
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Figure 8. A sample of graphical turbulence guidance (GTG). URL: http://www.aviationweather.gov/
adds/data/turbulence/00_gtg_max.gif.

6. Summary

The problem of clear air turbulence has been widely studied since it was encountered by aircraft
flying at altitudes above 5 km. Being a phenomenon which occurs away from convective activ-
ity, its detection and measurement have been difficult. Observational studies have shown that
CAT is associated with mesoscale-phenomena such as jet-streams, troughs, ridges, fronts. The
flow conditions such as high vertical velocities, wind-shear, low Richardson number have been
correlated with regions of CAT.

On the theoretical front, in the 1960s and 70s, the Kelvin–Helmholtz instability in a sta-
bly stratified fluid was considered to explain the formation of CAT (Atlas et al 1970). The
Richardson number was therefore used as an index of CAT. Later, the importance of inter-
nal inertia-gravity waves was emphasized (Lindzen 1974; Ellrod et al 2003) and the role of
mountains in triggering gravity waves was considered (Pao & Goldburg 1969).

In the following decades, focus was on operational forecasting methods with a number of
indices using combinations of Richardson number, vertical wind shear, horizontal convergence,
deformation, etc. In the recent years, there has been a revival of interest in the theoretical aspects
(Ford et al 2000; Knox et al 2008; Medvedev & Gavrilov 1995). New mechanisms such as HVTs
(Clark et al 2000) have also been suggested as sources of intense CAT. Among the theories based
on inertia-gravity waves, the connection with actual location where CAT is encountered is often

http://www.aviationweather.gov/adds/data/turbulence/00_gtg_max.gif
http://www.aviationweather.gov/adds/data/turbulence/00_gtg_max.gif
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unclear. Among the ‘local’ theories (K–H instability, frontogenesis and spontaneous imbalance)
the difficulty of detecting the trigger or critical perturbation remains.

While a variety of forecasting methods are being used, basic questions remain. The presence
of a large number of different indices (around 10) in the GTG procedure of Sharman et al (2006),
point out that there is no satisfactory theory. A difficulty in validation of different theories is the
sparsity of PIREPs which remain the only sources of observation so far. In the future, satellite
based data could offer global coverage which would make verification of theories easier.

As can be seen from the previous sections, there are a large number of mechanisms pro-
posed for CAT. Given the different ways by which CAT is formed, it is likely that in each
class there is a different mechanism in play. In our view, if we look at two ends of the spec-
trum, the possible mechanisms are: (i) mild turbulence—inertia-gravity waves and, (ii) severe
turbulence—horizontal vortex tubes. Instead of trying to find a universal mechanism and predic-
tion method for all forms of CAT, it may be fruitful to concentrate on the severe form, which is
potentially more damaging, even though less frequent.

There is an evidence to suggest that generation and sustenance of horizontal vortex tubes of
the appropriate scale, could be the source of severe clear air turbulence. For basic shear flows, a
large number of studies have been conducted. It would be fruitful to explore the role of secondary
structures in shear flows and connections of these to atmospheric flows.

Studies of the manner of sustenance/decay of CAT could be a promising area of research.
A more holistic approach of the problem with the modelling of weather systems, land–sea
processes, air traffic corridors and urban effects could be another area of research.
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