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Abstract—The paper presents some analytical results pertaining to the
estimation of variance of the parameters of a three parameter Weibull dis-
tribution (3pW) under type-II censoring. Ageing Failure data acquired on
an insulating material of considerable application potential has been used
to demonstrate the results. The point estimates of the parameters of Fail-
ure time distribntion are obtained using maximum likelthood estimation
method. The true value of the variance of the ML estimates for 3pW are
hard to obtain and the situation becomes more complex when the data is
Censored. The asymptotic variance can be obtained by taking the inverse
of the Fisher information matrix, the computation of which is quite involved
in the case of censored 3-pW data. Approximations are reported in the liter-
ature to simplify the procedure. The Authors have considered the effects of
such approximations on the precision of variance estimates when the sam-
ple size is greatly limited by practical difficulties in obtaining the authentic
data. A detailed study of the effect of censoring on the ML estimates, under
this condition is also presented.

L. INTRODUCTION

The insulation in power equipment are subjected to different
kinds of stresses such as electrical , thermal and each of these
causes a continuous degradation in their propertics. Engineer-
ing interest is centered around the information-as to the time,
reckoned from the instant of application of the stress or stresses,
that elapses before failure ensues. In the analysis of times to
failure data, the outcome of an analysis is always an estimate of
the parameters of the statistical distribution function, deemed to
conform to the observed data. The objective of any procedure
for processing such stochastic data is to try and assess the de-
grees of uncertainty associated with the estimated parameters of
the proposed statistical model. The accuracy of the parameter
estimate is a sensitive function of the quality of acquired data as
also the conformity of the data to the assumed model.

Recently, censored data acquisition techniques are often used
to reduce the cost and time. The statistical procedure followed in
the analysis of censored data is complex and approximations of
varying degree are required to reduce the conceptual and com-
putational difficulties, with a consequent loss of accuracy of
parameter estimates. If § is the unbiased estimator of 8, then
var(f) = E —-%’E , where, ! is the log likelihood function,
shall be explained later. This is known as Fisher information
[1], which involves the solution of complicated kernels in the
integrand of the expectation integrals and cannot always be ob-
tained in a closed form. Also, the formulation of expressions
for computing the asymptotic variance of the point estimate (of
3pW) becomes difficult when the data is censored. Among the
more important assumptions made to simplify the problem is
the reptacement of the global Fisher information with the local
information (L), which assumes expectation of function of ran-
dom variable to be function itself. This is valid only for large
sample sizes. In practice, insulation failure data are acquired on
a far fewer specimens to economize on time and cost of running
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ageing experiments. Authors have considered such a practical
situation and tried to study the implications of such approxima-
tion in insulation failure data analysis.

One of the methods suggested to validate the parameter esti-
mates is based on the confidence intervals with equal cover-
age probabilities. There are literature reported dealing with the
study of performance of log likelihood ratio procedure of com-
puting the confidence bounds and its relevance to failure data
analysis. Escobar [2] presented a statistical prediction technique
based on censored life data and provided extensive information
for computing the coverage probabilities. Recently, Jeng [3]
presented the detailed study of obtaining the confidence inter-
vals and compared those cn the basis of coverage probabilities.
The terms of reference of the present work are three-fold :

o The computation of global Fisher information using a numer-
ical integration technigue and hence evaluation of the parameter
variances.
» computation of the confidence interval (CI) using Jikelihood
ratio procedure and method of normal approximations,
« Analysis of confidence intervals and coverage probabilities
based on exact Fisher information and local information and to
study the effect of censoring.
II. DATA ACQUISITION

The results of life experiments included here, pertains to
epoxy resin bonded mica insulation, an insulation of choice in
stator bars as well the stator frame of large turbo generators. A
series of electrical ageing experiments were carefully planned,
executed and failure data acquired on twenty specimens of a
population. The experiments were conducted under statistically
identical conditions and under constant accelerated electrical
stress. One set of raw data on the time to failure is given in
Table. I

TABLE1
ACQUIRED LiFE DATA
1ime ¢hours) 65 161.5 234 328 404.5
time ¢hours) 480.5 5603 | 663.75 737.5 357
time (hours) 9355 1070 1181 1325.5 1472
time ¢hours) | 1662.5 1891 2155.5 | 2530.5 | 3405.2

The Weibull probability plots suggested a small degree of
nonlinearity. The third (location) parameter was introduced as a
correction for the curvature of the Weibull probability plots 5o as
to render them linear. This data is uncensored (complete), which
is then deliberately censored at different levels to study the ef-
fect of censoring on the maximum likelihood (ML) estimates of
the parameters of the three parameter Weibull distribution. This
means that although a complete data is available, it was ficti-
tiously truncated at various levels to make it a censored data set.
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III. POINT ESTIMATION

The probability density function, f(t), of the 3pW distribu-
tion is given by:

o () (52)"

Where, time ¢ and is the random variable in question. 3,7, 70
are the distribution parameters called the shape, the scale and
the location parameters respectively. Let, n, r, ¢ be the total
number of samples, number of samples run to fail and failure
time of k** sample respectively. The loglikelihood function of
the set of random events for a type-II censored data is given by,

L—rln( )+(ﬁ—1)Z! (t"“”’)
) oo ()

k=1

t>71. (1)

The ML estimales ,5’ 7 and 7y is the 3, 7 and 1y value that max-
imizes the log likelihood function () since it is a monotonic
function of L. The ML estimates can be found by the usual cal-
culus method of setting the derivative of the L to be zero and
solving the equations called as likelihood equations shown be-
low.
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The values of the ML estimates under complete data as well the
censored data is given in the table IT.

TABLE I
ML ESTIMATES OF THE PARAMETERS OF 3PW UNDER DIFFERENT
CENSORING LEVLELS (®/N)

[7/m | 10 [ 095 | 090 [ 085 | 080 | 0.75 | 0.70
g | 1178 [ 1157 [ 1166 | 1152 | 1147 | 114 | 21.129
F | 1117 | 1113 | 114 | 1107 | 1117 | 1118 | 1119
[ m_j T | 458 | 468 | 476 | 476 | 475 | 482

1v. COMPUTATION OF THE VARIANCE OF ML
ESTIMATES

One must calculate the Fisher information (F) to obtain the
asymptotic variance of the ML estimator of the distribution pa-
rameters to obtain the approximate confidence bounds. The
Fisher information is the expectation of the negative of the log
likelihood with respect to the parameter[1]. That is, if @ is the
estimate and f(#1.t2,---,t,;6), the joint probability density
function of the random variable ¢, then

si-mr= [ [

For a three parameter Weibull distribution function, F can be
represented as:
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F is a symmetric matrix. It is quite hard to compute these
elements. Therefore, Fisher information is generally replaced
with local information. We incorporate numerical integration
techniques Lo obtain the true Fisher information. The asymp-
totic covariance matrix(V') of the ML estimators ﬁ, 7 and 7p is
the inverse of the Fisher information matrix. The ML estimate
of the covariance matrix is obtained by substituting 3, 7 and 7y
in the equation 5. The diagonal elements of ¥ yield the vari-
ances of the ML estimators of 3, 7, 7o respectively. Variance of
the ML estimates computed using F' and local information (L)
are given in (able I1I. Here, r/n represents the censoring level.

TABLE Il
VARIANCE OF TILE ESTIMATES CONSIDERING FP AND L

[r/m T osp | orr [orop {0ay | ors [ ompy |

1.00 | 0.220 | 2247 213 0.28 | 2237 [ 59.2
095 ] 0.232 | 2228 233 030 | 2251 64.8
0.90 1 0.235 [ 221.1 24.3 0.38 [ 228.1 37
0.85 | 0.245 |} 2325.6 237 049 | 2425 | 924
0.80 | 0.253 | 225.3 26.7 075 | 271.2 | 1371
0.75 | 0.263 [ 2319 | 276 0.80 ¢ 489.7 [ 489.3
0.70 [ 0.280 | 2399 | 302 0.72 1 265.1 | 126.2
0.65 | 0.292 | 2423 | 312 0.57 | 284.2 | 983
0,60 | 0.336 | 2578 | 384 0.39 13082 [ 67.7
0.55 | 0.318 | 251.3 | 333 0.45 [ 303.1 2.4
0.50 | 0.346-| 260.5 38.5 0.26 | 362.0 | 47.0

gg and og; are standard deviation of the parameter 3, consid-
ering I and L respectively. The estimated variance of the point
estimates considering Fis found to be less than that of L.

V. CONFIDENCE INTERVAL ESTIMATION AND COVERAGE
PROBABILITY

Lawless [4] discussed exact conditional intervals for the pa-
rameters and quantiles of the extreme value (EV) and normal

distributions having complete or failure censored data. Recently
Jeng [3] has made a survey of the performance of the CI proce-
dures and compared the performance based on covérage prob-
ability (CP) whose practical aspects are discussed in [5]. The
exact intervals are difficult to obtain in practice and are unavail-
able in some cases. As a consequence approximate large sample
intervals are widely used. Authors consider the two methods
namely, the method of normal appreximations and log likeli-
hood ratio method (LLR) to demonsirate the effect of censoring
on CF’s.

With a completely specified continuos probability distribution
F(t;8). an exact 100(1 — a)% Clis given as:

CI(]' - le} = (T,T) = (ta/ZJtl—a/Z) (12)
Where, 1}, is the p quantile of F(¢;8).
T and T are lower and upper bound for the estimate of T
The probabitity of the coverage of the interval is,
PTeCI(1-a)8]=P(T<T<T;8) (13

Pltaj €T <ty a2 )
= 1l—«o

The coverage probability for the CI procedure is given by.

CP[CI(1 — )|f) = F(T;8) — F(T:86) (14)
for ML estimate of & this turns out to be,
CP[CI(1 - o) if] = E; {CP[CI(I ~a)|é: 9} (15)

where the expectation is with respect to random é.

A. Confidence Intervals using Asymprotic Normaliry of ML Es-
timators

Let 6 be the ML estimator for a parameter § with the estimate
of its variance ver(f#) obtained from the inverse of cbserved F’
or L. The upper (87 and lower (€1} confidence limits for § are:

By = 6+ ky_o 2/ (var(8))

O =6— Kia/2 (var(d)) (16)

where k, denotes the  quantile of the standard normal distri-
bution and 100({1 — &) is called as the percentage confidence

“level. Here, the authors intention is to compare the confidence

intervals using the estimated asymptotic variances of the distri-
bution parameters 3, 7 and 7o considering F and L. Although,
there are more accurate methods of CI estimation for extreme
value distributions, the method explained above gives is good
enough for the comparison purpose, since, both CI’s (using the
variance obtained from I and L) are obtained with the same
method which is shown in table IV. The coverage probabilities
of the CT's considering the variance of ML estimates computed
using F and L are given in the table V. CI length (that of F'} is
taken as the reference and that of L is compared. The coverage
probability of CI's considering L was found to be less than that
of F.

404



TABLEIV
CONFIDENCE INTERVALS CONSIDERING USING ASYMPTOTIC NORMALITY
OF ML ESTIMATES CONSIDERING F AND L

r/n | 1.00 ] 085 | 090 ] 085 | 0.80 | 0.75 | 0.70
] 117 | 1.177 | 1161 | 1.146 | 114l | 1.139 | L124
Bim | 073 | 072 | 060 | 066 | 064 | 062 | 057
Ber | 161 | 163 | 1.62 | 162 | 163 | 165 | L67
Bz | 062 | 054 | 642 | 0.8 | 0.00 | 0.00 | 0.00
Bur | 173 | 181 1§ 160 | 211 | 261 | 2.80 | 254
7 1117 | 1113 | 1114 | f117 | 1107 [ 111§ | 1A
T | 616 | 616 681 | 675 | 675 | 663 | €52
Tur | 1557 | 1550 | 1548 | 1559 | 1539 | 1571 | 1503
7L | 678 | 672 667 | 642 | 586 | 590 | 603
Ter | 1956 | 13547 | 1362 | 1393 | 1649 | 1650 | 1642
To | 461 | 458 | 468 | 476 | 476 | 475 | 482
Taie | 147 | 0.24 | 000 | 600 | 0.00 | 0.00 | 000
Towr | 908 | 91 03 98 100 | 152 | 107
Torc | 000 | 000 | 0.00 | G.00 | 0.00 | 0.00 | 0.00
Towz | 162 | 172 104 | 238 | 316 | 316 | 295
TABLE v
COVERAGE PROBABILITY 0F CI'S CONSIDERINGF AND L
rin T0 | 005 | 080 | 085 | 080 ] 0.75 | .70
CP(Blr | 005 | 095 | 095 | 095 | 005 | 095 | 055
CP{r)r | 095 | 095 | 0.95 | 095 | 005 | 0.05 | 0.95
CPlro)r | 0.5 | 095 | 0.95 | 0.94 | 093 | 0.03 | 0.02
CP{B)L | 088 | 083 | 0.77 | 067 | 049 | 0.44 | 0.48
CP(7), | 005 | 0.94 | 004 | 095 | 089 | 0.90 | 0.89
CPlro). | 055 | 0.52 | 048 | 040 | 0.35 | 0.32 | 0.4

To graphically demonstrate the effect of censoring as well as -

the effect of approximations in finding out variances of the esti-
mated parameters, a plot of ML estimates and CT’s for different
censoring levels is shown in the Fig. 1. The solid line {center)
represents the ML estimates of §, under different censoring lev-
els. The dotted lines and dashed lines represent the CI’s with F
and L respectively.
It ts evident from the Fig. 1 that, for a given CP. the CI's con-
" sidering F has considerable narrower bound compared to that
of L. This vindicates that, in the analysis of extreme value data,
approximating F' with L would give rise to incorrect estimates.

3

=>
[

Censoring Level (rfn)

Fig. 1. A regression plot of ML estimate and CI's of 8 Vs Censoring Level (t/n)
cousidering F and L

B. Log Likelihood Ratio Procedure

An log likelihood ratio (LLR} procedure is employed for fur-
ther understanding of effect of censering on CI's. The profile

likelihood for any given parameter #, is defined as [3].

L(gh 90) -

17
L) amn

R(f) = mazg,

where, 8, represents remaining parameters of the distribution
and § is the ML estimates. Let W (6,) = —2logR(6). The
limiting distribution of W is x3. Let X?l—a.l) denote the (1 - @)
quantile of the x2 distribution with one degree of freedom. The
equation W(Bl)—x%l_ﬂ‘l) = 0, generally has two roots one less

than and one greater than #;. The LLR CI procedure uses the
roots as the lower and upper confidence bounds. The estimated
confidence bounds for different censoring levels is as shown in
table VL

TABLE VI
CONFIDENCE INTERVAL ESTIMATION USING LLR MEETTION

0.85 0.75

rin 1.0 095 t 090 0.80 0.70

B 1.17 117 1 116 .14 | L4 1.14 | 1.13
Br 1.09 1.07 1.01 0.80 [ 040 | 0.74 [ 0.82
Su 1.27 1.28 | 130 | 1.48 1.87 1.53 | 1.42

7 1117 | Y113 | 1114 [ 19117 | 1117 | 1116 | 1E22
TL 299 293 281 270 265 262 256
U 1934 [ 1933 | 1948 | 1964 1969 | 1970 | 1999
0 46.1 | 458 | 468 | 47.6 [ 47.6 | 47.5 | 482
TOL 16.8 16.0 [ 16.8 17.2 [ 167 16.1 16.0
Top | 735 | 755 1 767 | 180 [ 785 | 789 | 803

As seen in the 1able, the level of uncertainty grows by increase
in the censoring level or the CI's widen by the increment in cen-
soring level. This is basically due to, unavailability of useful
data by censoring operation.

V1. CONCLUSION

Based on the work, following broad conclusions can be
drawn,
» The asymptotic variance of estimated parameters. calculated
on the basis of local information would lead to inaccurate re-
sults. Thus, the approximations in reducing the computation is
not valid in case of extreme value distribution.
« The variance of the estimated parameters enhances, by, in-
creasing the censoring level, leading to unreliable life estimates.
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